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Abstract

With the limited field of view of human vision, our per-
ception of most scenes is built over time while our eyes are
scanning the scene. In the case of static scenes this pro-
cess can be modeled by panoramic mosaicing: stitching to-
gether images into a panoramic view. Can a dynamic scene,
scanned by a video camera, be represented with a dynamic
panoramic video even though different regions were visible
at different times?

In this paper we explore time flow manipulation in video,
such as the creation of new videos in which events that
occurred at different times are displayed simultaneously.
More general changes in the time flow are also possible,
which enable re-scheduling the order of dynamic events in
the video, for example.

We generate dynamic mosaics by sweeping the aligned
space-time volume of the input video by a time front sur-
face and generating a sequence of time slices in the pro-
cess. Various sweeping strategies and different time front
evolutions manipulate the time flow in the video, enabling
many unexplored and powerful effects, such as panoramic
movies.

1 Introduction

Imagine a person standing in the middle of a crowded
square looking around. When requested to describe his dy-
namic surroundings, he will usually describe ongoing ac-
tions. For example: “some people are talking in the south-
ern corner, others are eating in the north”, etc. This kind
of description ignores the chronological time when each ac-
tivity was observed. Due to the limited field of view of the
human eye, people can not view an entire panoramic scene
in a single time instance. Instead, we examine the scene
over time as our eyes are scanning it. Nevertheless, this
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does not prevent us from obtaining a realistic impression of
our dynamic surroundings and describing it.

When a video camera is scanning a dynamic scene, the
absolute “chronological time” at which a region becomes
visible in the input video, is not part of the scene dynamics.
The “local time” during the visibility period of each region
is more relevant for the description of the dynamics in the
scene, and should be preserved when constructing dynamic
mosaics. The distinction between chronological time and
local time for describing dynamic scenes inspired this work.
No true panoramic video can be constructed, as different
parts of the scene are seen in different times. Yet, panoramic
videos giving a realistic impression of the dynamic environ-
ment can be generated by relaxing the chronological consis-
tency, and maintaining only the local time (see Fig. 1).

We use the space-time volume [3] to mosaic panoramic
videos as well as new videos having other time manipula-
tions. The space-time volume is constructed from the in-
put sequence of images by aligning and sequentially stack-
ing them along the time axis. We show how new movies
can be produced by sweeping the space-time volume with a
time front surface and generating a sequence of time slices.
Mosaicing using strips, similar to those used in ordinary
mosaicing [10], obtains seamless images from time slices
of the space time volume, giving the name “Dynamic Mo-
saics” (“Dynamosaics”).

Various strategies for sweeping the time front through
the space-time volume result in different manipulations of
the original chronological time. For example, when a cam-
era is scanning the scene, it can be played in different
speeds, even backwards, while preserving the local time
characteristics of the original video. Sweeping the space-
time volume with a non-planar evolving time front surface
results in dynamic mosaics with a spatially varying time
flow. For example, it becomes possible to modify a compe-
tition video to produce a number of new videos, each having
a different winner (see Fig. 8).
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Figure 1. Dynamosaicing can create dynamic panoramic movies of a scene. This figure is only a single frame in a panoramic movie,
generated from a video taken by a panning camera (420 frames). When the movie is played (see www.vision.huji.ac.il/dynmos), the entire

scene comes to life, and all water flows down simultaneously.

1.1 Related work

The most popular approach for the mosaicing of dy-
namic scenes is to compress all the scene information into
a single static mosaic image. There is a variety of meth-
ods for describing the scene dynamics in the static mosaic.
Some approaches eliminate all dynamic information from
the scene, as dynamic changes between images are unde-
sired [19]. Other methods encapsulate the dynamics of the
scene by overlaying several appearances of the moving ob-
jects into the static mosaic, resulting in a “stroboscopic” ef-
fect [5, 4, 1]. In contrast to these methods that generate a
single mosaic image, we use mosaicing to generate a new
video having a desired time manipulation.

The creation of dynamic panoramic movies can alterna-
tively be done with panoramic video cameras [8, 16] or with
multiple video cameras covering the scene [17, 14]. An at-
tempt to incorporate the panoramic view with the dynamic
scene using a single video camera was proposed in [5]. The
original video frames were played on top of the panoramic
static mosaic, registered into their locations in the mosaic.
The resulting video is mostly stationary, and motion is visi-
ble only at the location of the current frame.

Klein et al. [6] also utilize the space-time volume rep-
resentation of a video sequence, and explore the use of
arbitrary-shaped slices through this volume. This was done
in the context of developing new non-photorealistic render-
ing tools for video, inspired by the Cubist and Futurist art
movements. In the “digital photomontage” system [1] non-
planar slices through a stack of images (which is essentially
a space-time volume) are used to combine different parts
from images captured at different times to form a single still
image. However, the goal of that system is to produce a sin-
gle composite still image, and the possibilities of generating
dynamic movies from such 3D image stacks were not dis-
cussed.

Slicing through space-time volumes has also been used
in panoramic stereo [9] and X-slits rendering [21]. Unlike

these methods which assume a static camera, dynamosaics
are generated by coupling the scene dynamics, the motion
of the camera, and the shape and the motion of the time
front.

It should always be remembered that a preliminary task
before any mosaicing is motion analysis for the alignment
of the input video frames. Many motion analysis meth-
ods exist, some offer robust motion computation that over-
comes the presence of moving objects in the scene [2, 18].
A method is described in [13] to compute image motion
even when a large portion of the image consists of dynamic
texture and moving objects. While for clarity of presenta-
tion most figures in this paper show the case of constant
camera motion, all examples of panoramic dynamosaicing
were made with a hand held camera whose motion was non-
uniform.

2 Dynamosaicing
2.1 The Space-Time Volume

Given a sequence of input video frames, they are first
registered and aligned to a global spatial coordinate sys-
tem (u,v). Stacking the aligned video frames along the
time axis results in a 3D space-time volume (u, v, t). Fig. 2
shows two examples of 2D space-time volumes. For a static
camera the volume is a rectangular box, while a moving
camera defines a more general swept volume. In either case,
planar slices perpendicular to the ¢ axis correspond to the
original video frames. A static scene point traces a line par-
allel to the ¢ axis (for a static or panning camera), while a
moving point traces a more general trajectory.

2.2 Mosaicing by an Evolving Time Front

Image mosaicing can be described by a function that
maps each pixel in a synthesized mosaic image to the in-
put frame from which this pixel is taken and its location in
that frame. When only strips are used, the mapping deter-
mines for each column (row) of a mosaic image the source
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Figure 2. 2D space-time volumes: Each frame is represented by a
1D row, and the frames are aligned along the global u axis. A static
camera defines a rectangular space-time region (a), while a moving
camera defines a more general swept volume (b). Snapshots of an
evolving time front surface produce a sequence of time slices; each
time slice is mapped to produce a single output video frame. Time
flow for generating dynamic mosaics from a panning camera is
shown in (b).

column (row) in the input sequence. This function can be
represented by a continuous slice (time slice) in the space-
time (u-t) volume, as shown in Fig. 2. Each time slice deter-
mines the mosaic strips by its intersection with the frames
of the original sequence at the original discrete time values
(shown as dashed lines in Fig. 2).

To get a desired time manipulation we specify an evolv-
ing time front: a free-form surface that deforms as it sweeps
through the space-time volume. Taking snapshots of this
surface at different times results in a sequence of time slices
(Figure 2). It should be noted that mosaicing with general
time slices cannot be done with strips, and more general 2D
mosaicing methods should be used.

2.3 Panoramic Dynamosaicing

Panoramic dynamosaics may be generated using the
approach described above with the time slices shown in
Fig. 2b. Assuming that the camera is scanning the scene
left-to-right, the first mosaic in the sequence will be con-
structed from strips taken from the right side of each input
frame, showing regions as they first appear in the field of
view (see Fig. 3). The last mosaic in the resulting sequence
will be the mosaic image generated from the strips on the
left, just before a region disappears from the field of view.
Between these two extreme slices of the space-time volume
we use intermediate panoramic images that are represented
by time slices moving smoothly from the first slice to the
last slice. These slices are panoramic images, advancing
along the local time from the appearance slice to the dis-
appearance slice, where the local dynamics of each region
is preserved. Fig. 1 shows a single panorama from such a
movie.

Disappearance

Appearance
strip strip

Figure 3. Input frames are stacked along the time axis to form a
space-time volume. Given frames captured with a video camera
panning clockwise, panoramic mosaics can be obtained by pasting
together vertical strips taken from each image. Pasting together
strips from the right side of the images will generate a panoramic
image where all regions appear as they first enter the sequence,
regardless of their chronological time.

Panoramic dynamosaics represent the elimination of the
chronological time of the scanning camera. Instead, all re-
gions appear simultaneously according to the local time of
their visibility period: from their first appearance to their
disappearance. But there is more to time manipulation than
eliminating the chronological time. The next section will
describe the relationships between time manipulations and
various slicing schemes.

Figures 1 and 4 show examples of panoramic dynamo-
saics for different scenes. To generate the panoramic
movies corresponding to Fig. 1 and Fig. 4, simple planar
slices were used. Since it is impossible to demonstrate the
dynamics effects in these static images, we urge the reader
to examine the video clips at www.vision.huji.ac.il/dynmos.

3 Manipulation of Chronological Time

In this section we describe the manipulation of chrono-
logical time vs. local time using dynamosaicing. The dy-
namic panoramas described in the previous section are a
simple example of this concept where the chronological
time has been eliminated. Chronological time manipula-
tion can be useful for any application where a video should
be edited in a way that changes the chronological order of
objects in the scene. The realistic appearance of the movie
is kept by preserving the local time, even when the chrono-
logical time is changed.

3.1 Advancing Backwards in Time

This effect is best demonstrated with the water falls se-
quence, which was scanned from left to right by a video
camera. If we want to reverse the scanning direction, we
can simply play the movie backwards. However, playing
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Figure 4. A dynamic panorama of a tree whose leaves are blowing
in the wind. Left: three frames from the sequence (out of 300
frames), scanning the tree from the bottom up. Right: a single
frame from the resulting dynamosaic movie.
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Figure 5. A slicing scheme that reverses the scanning direction us-
ing a time front whose slope is twice the slope of the occupied
space-time region (tan # = 2 tan o). The width of the generated
mosaic image is w, the same as that of the original image. Sweep-
ing this time front in the positive time direction (down) moves the
mosaic image to the left, in the opposite direction to the original
scan. However, each region appears in the same relative order as
in the original sequence: u, first appears in time ¢, and ends in
time ¢;.

the movie backwards will result in the water flowing up-
wards.

At first glance, it seems impossible to play a movie back-
wards without reversing its dynamics. Yet, this can also
be achieved by manipulating the chronological time, while
preserving the local dynamics. Looking at panoramic dy-
namosaics, one can claim that all objects are moving si-
multaneously, and the scanning direction does not have any
role. Thus, there must be some kind of symmetry, which

i noscan
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Slow forward

original scan

Mosaic Image —7

Figure 6. The effects of various planar time fronts. While the time
front always sweeps in a constant speed in the positive time di-
rection, various time front angles will have different effects on the
resulting video.

enables to convert the panoramic movie into a scanning se-
quence in which the scanning is at any desired direction and
speed.

Indeed, the simple slicing scheme shown in Fig. 5 re-
verses the scanning direction while keeping the dynamics
of the objects in the scene. In the water falls example,
the scanning direction is reversed, but the water contin-
ues to flow down! This is nicely shown in the video at
www.vision.huji.ac.il/dynmos.

3.2 Time Manipulations with Planar Time Fronts

The different types of time manipulations that can be ob-
tained with planar time fronts are described in Fig. 6. The
time fronts always sweep “downwards” in the direction of
positive time at the original speed to preserve the original
local time.

The different time fronts, as shown in Fig. 6, can vary
both in their angles relative to the w axis and in their lengths.
Different angles result in different scanning speeds of the
scene. For example, maximum scanning speed is achieved
with the panoramic slices. Indeed, in this case the result-
ing movie is very short, as all regions are played simultane-
ously. (The scanning speed should not be confused with the
dynamics of each object, which preserve the original speed
and direction).

The field of view of the resulting dynamosaic frames
may be controlled by cropping each time slice as necessary.
This can be useful, for example, when icreasing the scan-
ning speed of the scene while preserving the original field
of view.
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Figure 7. (a) and (b) are frames from two video clips, generated
from the same original video sequence with different time flow
patterns. (c) and (d) show several time slices superimposed over a
u-t slice passing through the center of the space-time volume. The
full video clips are available at www.vision. huji.ac.il/dynmos.

(© (d)

Figure 8. Who is the winner of this swimming competition? Tem-
poral editing enables time to flow differently at different loca-
tions in the video, creating new videos with any desired winner,
as shown in (a) and (b). (c) and (d) show several time slices super-
imposed over a v-t slice passing through the center of the space-
time volume. In each case the time front is offset forward over a
different lane, resulting in two different “winners”.

3.3 Temporal Video Editing

Consider a space-time volume generated from a video of
a dynamic scene captured by a static camera (as in Figure

2a). The original video may be reconstructed from this vol-
ume by sweeping forward in time with a planar time front
perpendicular to the time axis. We can manipulate dynamic
events in the video by varying the shape and speed of the
time front as it sweeps through the space-time volume.

Figure 7 demonstrates two different manipulations of a
video clip capturing the demolition of a stadium. In the
original clip the entire stadium collapses almost uniformly.
By sweeping the time front as shown in Figure 7c the out-
put frames use points ahead in time towards the sides of
the frame, causing the sides of the stadium to collapse be-
fore the center (Figure 7a). Using the time front evolution
in Figure 7d produces a clip where the collapse begins at
the dome and spreads outward, as points in the center of
the frame are taken ahead in time. It should be noted that
Agarwala et al. [1] used the very same input clip to produce
still time-lapse mosaic images where time appears to flow
in different directions (e.g., left-to-right or top-to-bottom).
This was done using graph-cut optimization in conjunction
with a suitable image objective function. In contrast, our
approach generates entire new dynamic video clips.

Another example is shown in Figure 8. Here the input
is a video clip of a swimming competition, taken by a sta-
tionary camera. By offsetting the time front at regions of
the space-time volume corresponding to a particular lane
one can speed up or slow down the corresponding swim-
mer, thus altering the outcome of the competition at will.
The shape of the time slices used to produce this effect is
shown as well.

In this example we took advantage of the fact that the
trajectories of the swimmers are parallel. In general, it is
not necessary for the trajectories to be parallel, or even lin-
ear, but it is important that the tube-like swept volumes that
correspond to the moving objects in space-time do not in-
tersect. If they do, various anomalies, such as duplication
of objects, may arise.

4 Distortion Control
4.1 The “Doppler” effect

For simplicity we present the distortion analysis in the
one dimensional case, when the objects are moving in the
u-t plane. In our experiments, we found that the distortions
caused by the motion component perpendicular to this plane
were less noticable. For example, in the panoramic dy-
namosaics most distortions are due to image features mov-
ing in the direction parallel to that of the scanning camera.

Consider the space-time region where a time slice in-
tersects the path of a moving object. Let as be the angle
between the time slice (in that region) and the ¢ axis. When
as = 7/2 there is no distortion as the entire object is taken
from the same frame. Let «, be the angle between the path
of the object and the ¢ axis. When o, = 0 the object is
stationary and again there is no distortion. In other cases,
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Figure 9. With the input video panning from right to left, the fre-
quency of the waves in the original image (left) becomes higher in
the dynamosaic image (right) due to the Doppler effect.

the width of the object will shrink or expand. The ratio be-

tween the resulting and the original width is easily shown to
b e | tan ag ‘
tan asftar} Qo l” . .
In the particular case of panoramic dynamosaics, the ef-

fect of linear slicing of the space time volume on moving
objects can be understood by imagining a virtual “slit” cam-
era that scans the scene, as done in [20]. Similar to the gen-
eral case, the width w™°" in the panoramic movie will be:

Ve

new original

S .w 5
Ve — Vo

where v, and v, are the velocities of the scanning slit and
the object correspondingly.

Objects moving opposite to the scanning direction have
negative velocity (v, < 0). This implies that such objects
will shrink, while objects moving in the camera direction
will expand, as long as they move slower than the cam-
era. The chronological order of very fast objects may be
reversed. Notice also that when the camera motion v, is
large, w™*" approaches w° 94! which means that when
the camera is scanning fast enough relative to the objects in
the scene, these distortions become insignificant.

The shrinking and expansion effects just described have
some interesting resemblance to the well known Doppler
effect, where the frequencies of an approaching signal be-
come higher, while the frequencies of a receding signal be-
come lower (See Fig 9).

4.2 Slope-Adjusted Time Fronts

It is possible to minimize the distortions in selected ar-
eas (e.g. containing objects of interest), while increasing the
potential distortions in other regions by adjusting the slope
of the time front according to the dynamics of objects in
the scene. This concept is demonstrated in Fig. 10. The vi-
sual distortions are reduced by setting the slope of the time
slice to be smaller in regions where the distortion should

First Slice

Last Slice

(a) b)

Figure 10. Reducing visual distortions of moving objects.

(a) In this non-planar time front the slope in region A was reduced
to zero, while the slope in region B was increased. As a result,
moving objects in A will not be distorted.

(b) The shape of the time front may be adjusted in a continuous
manner to fit the dynamics in the scene. Lower slopes (Region
A) should be used for regions with moving objects that are more
sensitive to distortions.

be minimized, and larger in regions where the distortion is
less noticeable or less important (such as the static regions,
where no distortion can occur). In the extreme case, a few
regions can have a slope of zero, meaning that the objects in
those regions will be displayed exactly as they were in the
original video.

Determining the structure of the time slices is in gen-
eral a user dependent task, as it depends on the subjective
appearance of the scene. Nevertheless, some automatic pro-
cessing may be incorporated:

e Define an objective cost function, and minimize it us-
ing schemes such as graph-cuts [7]. The existence of
an appropriate cost function is not obvious, since sub-
jective criteria are involved. For example, human ob-
servers are more sensitive to distortions in rigid objects
than in dynamic textures.

e Tracking of moving objects, taking care to always se-
lect a moving object from a single frame, or from a
small number of adjacent frames.

An example of distorions due to a moving object is
shown in Fig. 11. These distortions are caused by the street
performer, swaying quickly forward and backward. We
have therefore used a slope-adjusted time front to generate
the movie corresponding to Fig. 12. In this case, the shape
of the time slice was determined by manually selecting re-
gions that should have a smaller distortion.

5 Discussion

Given an input video sequence, new video sequences
with a variety of interesting, and sometimes even surpris-
ing, effects may be generated by sweeping various evolving
time fronts through its aligned space-time volume.

In particular, we have shown that when a dynamic scene
is scanned by a video camera, the chronological time is of-
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Figure 11. The street performer (also shown in Fig. 12) is moving
very quickly forward and backward. Therefore, the planar slic-
ing scheme of Fig. 2b results in distorted images (left). With the
adjusted time slices shown in Fig 10a, the distortions of the per-
former are reduced with no significant influence on its surround-
ings (right).

ten not essential to obtain a realistic impression of the dy-
namic scene. Local time, describing the individual dynamic
properties of each object or region in the scene, is more im-
portant than the chronological time. We have exploited this
observation to manipulate such sequences in ways that are
otherwise impossible. In particular, we have demonstrated
the use of this concept to create dynamic panoramas, and to
reverse the scanning direction of the camera, without affect-
ing the local dynamic properties of the scene.

Besides their impressive appearance, dynamic panora-
mas can be used as a temporally compact representation of
scenes, for the use of applications like video summary or
video editing.

We have also demonstrated that the use of non-planar
time fronts makes it possible to introduce local changes in
the time flow of the video, thus enabling speeding up or
slowing down selected events. The time flow manipulations
presented in this paper may be viewed as instances of the
more general spatio-temporal video warping framework de-
scribed more fully in [12].

absolute image relative
coordinate system coordinate system

= =

t u

Figure 13. The (u-t) space-time volume can be transformed to the
(z-u) space-time volume for easier implementation.

The possible distortions of moving objects may be han-
dled with traditional motion segmentation methods [15]
and non-planar slicing schemes [7]. First, independently
moving objects should be segmented. Then, the rest of
the scene, including dynamic textures and other temporal
changes will be addressed with the proposed method.

6 Appendix: Alternative Coordinate System

Sometimes it is more convenient to use an alternative
representation of the space-time volume as used in Fig. 13.
In this representation, the world coordinates (u, v) are re-
placed with the image coordinates (z,y). The camera mo-
tion is represented by re-spacing the space time volume ac-
cording to the location of the camera along the w axis [11].
Although the first representation is technically more cor-
rect, the latter one might be easier to implement, especially
when the velocity of the camera varies from frame to frame.
In the image coordinate system, for example, dynamosaic
panoramic movies correspond to parallel vertical slices of
the (z,y, u) space-time volume.
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