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DESCRIPTION OF THE WORKSHOP 
 

The aim of the workshop is to bring together researchers who can contribute 

to a better understanding of trust and reputation in agent societies. Most 

agent models assume trustworthy communication to exist between agents. 

However, this ideal situation is seldom met in reality. In the human societies, 

many techniques (e.g. contracts, signatures, long-term personal 

relationships, reputation) have been evolved over time to detect and 

prevent deception and fraud in communication, exchanges and relations, 

and hence to assure trust between agents. Artificial societies will need 

analogous techniques. 

Trust is more than secure communication, e.g., via public key cryptography 

techniques. For example, the reliability of information about the status of 

your trade partner has little to do with secure communication. With the 

growing impact of electronic societies, trust and privacy become more and 

more important. 

Trust is important in applications such as human-computer interaction to 

model the relationship between users and their personal assistants. 

Different kinds of trust are needed: trust in the environment and in the 

infrastructure (the socio-technical system) including trust in your personal 

agent and in other mediating agents; trust in the potential partners; trust in 

the warrantors and authorities (if any). Another growing trend is the use of 

reputation mechanisms, and in particular the interesting link between trust 

and reputation. Many computational and theoretical models and approaches 

to reputation have been developed in the last few years. 

Trust appears to be foundational for the notion of "agency" and for its 

defining relation of acting "on behalf of". It is also critical for modeling and 

supporting groups and teams, organizations, co-ordination, negotiation, with 
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the related trade-off between individual utility and collective interest; or in 

modeling distributed knowledge and its circulation. In several cases the 

electronic medium seems to weaken the usual bonds in social control: and 

the disposition to cheat grows stronger. In experiments of cooperation 

supported by computers it has been found that people are more leaning to 

defeat than in face-to-face interaction, and a preliminary direct 

acquaintance reduces this effect. So, computer technology can even break 

trust relationships already held in human organizations and relations, and 

favor additional problems of deception and trust. 

We encourage an interdisciplinary focus of the workshop -although focused 

on virtual environments and artificial agents- as well as presentations of a 

wide range of models of deception, fraud, reputation and trust building. 

Just to mention some examples: AI models, BDI models, cognitive models, 

game theory, and organizational science theories. Suggested topics include, 

but are not restricted to, the following. Here "mechanisms" include 

considerations of architecture, design, and protocols.  

 

 • Models of trust and of its functions 
 • Models of deception and fraud; approaches for detection and prevention 
 • Models and mechanisms of reputation 
 • Role of control and guaranties mechanisms 
 • Models and mechanisms for privacy and access control 
 • Theoretical aspects, e.g., autonomy, delegation, ownership 
 • Integration of conventional and agent-based mechanisms 
 • Policies, interoperability, protocols, ontologies, and standards 
 • Scalability and distribution across multiple domains or within the global 

domain 
 • Test-beds and frameworks for computational trust and reputation models 
 • Legal aspects 
 • Application studies (e.g., e-commerce, e-health, e-government) 
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Graded Trust

Robert Demolombe

Institut de Recherche en Informatique de Toulouse
France

⋆ robert.demolombe@orange.fr

Abstract. After a brief analysis of several trust definitions a common pattern is
exhibited which takes the form of a truster’s belief about the regularity of some
trustee’s property. That leads to a definition of graded trust in terms of two in-
dependent components: graded belief and graded regularities, where grades take
qualitative levels. This idea is formalized in the framework of classical modal log-
ics. After an informal discussion of the axiom schemas and inference rules of the
selected logic, a formal definition of its proof theory and of its model theory are
given. Finally, the main features of this approach are compared with other pro-
posals for the formalization of qualitative graded beliefs, in particular the Spohn’s
approach.

1 Introduction

There are many definitions of trust, nevertheless most of them agree on the fact that
trust is essentially a mental attitude of an agent, the truster, with regard to another agent,
the trustee. This attitude involves truster’s beliefs, and also, in some definitions, other
features like truster’s goal.

This concept of trust has been formalized in a quantitative framework, like proba-
bilities [12], or in a qualitative framework, like formal logic [3, 8, 10, 6]. In formal logic
most of the proposals deal with non graded frameworks. That is, either the truster trusts,
or does not trust, the trustee.

In this paper a new framework for qualitative graded trust is proposed in modal
logic. Two guidelines have been followed in designing this logic: the first one is to
be compatible with most of the definitions of the concept of trust, thought there is no
consensus in this area, and the second one is to be compatible, as far as possible with a
quantitative formalization, in particular with probability theory.

In the following sections we start with a brief survey of some of the most well
known definitions of trust and a common core is exhibited. In section 3 it is shown
that the notion of graded trust involves two components. This requires two independent
grades that are called ”graded beliefs” and ”graded regularities”. The following section
4 is devoted to the analysis and definition of an appropriate modal logic; the first sub
section is about the proof theory and the second one is about the model theory. In the last
section our proposal is compared to related works, and some conclusions are presented.

⋆ Thiswork has been partially supported by the French Agence Nationale de la Recherche under
contract ANR-06-SETI-006.
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2 About trust

In [10] (see also [11]) A.J.I. Jones surveys several definitions of trust. He points out that
for some authors, like M. Bacharach, and D. Gambetta [1], trust is a truster’s expecta-
tion of an action to be performed by the trustee. More specifically for T. Rea [16] this
expectation is about the trustee’s competence and his fulfilment of all fiduciary obli-
gations. In [9] K. Giffin, add to trust definition the fact that the truster’s expectation
is related to some truster’s objective. Then, after a deep analysis of concrete scenarios
Jones concludes that the minimal constituents of the core of trust definition should be
defined in terms of truster’s beliefs about some regularity and conformity properties sat-
isfied by the trustee, and that truster’s goal may also be present in the truster’s attitude,
but that this is not necessarily the case.

C. Castelfranchi and R. Falcone in [3] offer a different analysis, based on cognitive
science, where they argue that the truster’s goal is a constitutive part of trust definition,
and they integrate other features in their definition, in particular truster’s dependence
about the trustee.

In [6] (see also [5]) R. Demolombe adopting a simpler trust definition has presented
a classification of the different kinds of properties the truster may ascribe to the trustee.
This classification is briefly recalled below in order to show that they all share a com-
mon formal pattern which can also be found in most of the other definitions, even if
these definitions cannot be reduced to these patterns. The classification is defined in
terms of epistemic, dynamic and deontic properties. Some examples are presented be-
low.

Sincerity. Agenti trusts agentsj about his sincerity aboutp iff i believes that IFj
informsi aboutp (Infj,ip), THEN j believesp (Beljp).
In formal terms:Beli(Infj,ip⇒ Beljp).

Competence.Agent i trusts agentsj about his competence aboutp iff i believes
that IFj believesp (Beljp), THEN p holds.
In formal terms:Beli(Beljp⇒ p).

Vigilance.Agenti trusts agentsj about his vigilance aboutp iff i believes that IFp
holds, THENj believesp (Beljp).
In formal terms:Beli(p⇒ Beljp).

Cooperativity. Agenti trusts agentsj about his cooperativity aboutp iff i believes
that IFj believesp (Beljp), THEN j informsi aboutp (Infj,ip).
In formal terms:Beli(Beljp⇒ Infj,ip).

Ability. Agenti trusts agentsj about his ability to bring it about thatp iff i believes
that IFj has attempted to bring it about thatp (Hjp), THEN p holds.
In formal terms:Beli(Hjp⇒ p).

Obedience.Agenti trusts agentsj about his obedience about the obligation to bring
it about thatp iff i believes that IF it is obligatory thatj brings it about thatp (ObgEjp),
THEN j brings it about thatp (Ejp).
In formal terms:Beli(ObgEjp⇒ Ejp).

Honesty.Agent i trusts agentsj about his honesty with respect to the permission
to bring it about thatp iff i believes that IFj brings it about thatp (Ejp), THEN it is
permitted thatj brings it about thatp (PermEjp).
In formal terms:Beli(Ejp⇒ PermEjp).
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In these definitions, formulas of the form:φj ⇒ ψj canbe read:φj entailsψj .
More recently, E. Lorini and R. Demolombe [15] have formalized in modal logic

trust definitions which are very close to those proposed in [3]. For instance, they have
defined trust in positive action as follows:i trustsj to doα with regard to his goal that
φ if and only if i wantsφ to be true andi believes that:

1. j, by doingα, will ensure thatφ, and
2. j has the capacity to doα, and
3. j intends to doα

It can be easily shown that conditions 1 and 2 have a conditional form. For instance,
the condition 1 can be rephrased as: ”i believes that ifj performs the actionα, thenφ
holds”.

At the end of this analysis, our conclusion is that in almost all the trust definitions
we find patterns of the form:

Beli(φj ⇒ ψj)

whereφj ⇒ ψj represents somej’s property thati ascribes toj.

3 Graded trust

In most of realistic situations it is an over simplification to say that a trusteri either
trusts, or does not trust, a trusteej. Rather, in informal terms, we say, for instance, that
i has a limited trust in j, or i’s trust in j is high. Then, we are faced to thisquestion:
”what is the meaning of such sentences?.

A first answer to the question, when trust is represented by a formula of the form
Beli(φj ⇒ ψj), is thati is uncertain to be in a world where the set ofφj worlds (the
set of worlds whereφj is true) is included into the set ofψj worlds (the set of worlds
whereψj is true). For example,i may be uncertain about the factj is sincere aboutp,
that is, about the fact that in every circumstances wherej informsi aboutp it is the case
thatj believesp.

Here, graded trust can be defined by the strength level ofi’s belief aboutj’s sin-
cerity. Notice that this ”uncertainty” level refer to the validity ofi’s beliefs, not to the
completeness ofi’s beliefs. In more formal terms graded trust can be represented by the
formula:Belgi (φj ⇒ ψj), and this formula can be read:the strength level ofi’s belief
about the fact thatφj ⇒ ψj is true isg, whereBelgi is used to denote a ”graded belief”.

A second answermay be thati believes that the set ofφj worlds is ”partially
included” into the set ofψj worlds. In that case the fact thati’s trust inj’s sincerity is
high can be interpreted as the fact thati believes that in almost all circumstances ifj
informsi aboutp, thenj believesp.

The ”inclusion level” of the set ofφj worlds into the set ofψj worlds is called
the ”regularity level” of j’s attitude. This level is formally represented by the formula:
φj ⇒h ψj , and we also say that it represents a graded regularity. In that case graded
trusts are represented by formulas of the form:Beli(φ⇒h ψ).
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Our proposal in this paper is that graded trust refers toboth answers and that they
should be represented by formulas of the form:

Bel
g
i (φ⇒h ψ)

whose intended meaning is that the strength level ofi’s belief about the fact thatφ
entailsψ with a regularity levelh is g.

4 A modal logic for graded beliefs

We have defined a formal logic for reasoning about graded trust in order to be able
to derive the consequences of a set of assumptions that are supposed to represent a
particular situation in a given application. This part of the logic is defined by its proof
theory. It is complemented by its model theory whose objective is to formalize the
meaning of the concepts, and their correspondent modalities. Roughly speaking, the
model theory defines the meaning of the fact that a formula of this logic is true in a
particular situation which is represented by a formal model.

4.1 Proof theory

The proof theory is presented progressively in order to explain the meaning and the
justification of the inference rules and axiom schemas that have been chosen.

First, it is assumed that levels are represented by a finite non empty set of qualitative
gradesG, and that there is a total order onG represented by the relation:≤. The highest
level is denoted bymax, and the lowest level is denoted bymin.

To represent beliefs we have two modalities. The first one represents beliefs to
which an agent has not assigned a strength level, for example, because he has not
enough information to fix the grade of this belief. They are called ”standard beliefs”.
The second one represents graded beliefs. Their notations and intuitive meanings are:

Beli(φ): i believes thatφ is true.
Bel

g
i (φ): the strength level ofi’s belief about the fact thatφ is true is (exactly)g.

The logical connective⇒h is a conditional in Chellas’s sense [4]. As mentioned
before it is used to represent graded regularities, and its intuitive meaning is:

φ⇒h ψ: φ entailsψ at the levelh.
Semi formal analysis
For the modalityBeli we have adopted as usual a KD logic (see [4]).
For the modalityBelgi we have the following inference rules and axiom schemas.
(U0) InBelgi (φ), φ can be substituted by any logically equivalent formulas.
(U1) If ψ is a logical consequence ofφ (i.e. ⊢ φ → ψ), then if i has ascribed a

strength level to his belief aboutφ and to his belief aboutψ, then the level ofψ cannot
be lower than the level ofφ.

Notice that this rule does not impose that ifi has ascribed a level toφ, he has
necessarily also ascribed a level toψ. The reason why we have this cautious rule is that
it may be thatψ may contain sub formulas which are not relevant toφ. For example,
it may be that the meaning ofφ is thatj is sincere, and the meaning ofψ is thatj is
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sincere ork is honest. In that exampleψ is a logical consequence ofφ. However, if
i ignores who isk, i may have no opinion about the factk is honest. Then,i cannot
ascribe a level toψ, although he knows that if he had to fix a level forψ, it should be
greater or equal to the level ofφ.

It is also worth noting that we do not have the axiom schema:Bel
g
i (φ) → Bel

g
i (φ∨

ψ), because in most cases, if the level ofφ ∨ ψ is fixed, it is greater thang. This
observation shows thatBelgi is not a normal modality, it is a classical modality.

(U2) If the levels of beliefs of the formulasφ1 andφ2 are fixed, then the level of
their disjunction is the maximum of these two levels.

If the levels in graded beliefs would be interpreted in terms of probabilities, we
would have that the probability of the disjunction is greater or equal to the maximum of
the two probabilities. Then, the choice of (U2) is not compatible with probabilities, but
it is as close as possible to probabilities when we are dealing with qualitative levels.

(U3) If the levels of beliefs of the formulasφ1 andφ2 are fixed, then the level of
their conjunction is the minimum of these two levels.

The justification of (U3) is similar as the justification of (U2).
(U4) The strength level ofi’s belief is unique for a given sentence.
(U5) Graded beliefs are consistent with standard beliefs. Notice thatBel

g1

i φ and
Bel

g2

i ¬φ are consistent in a similar way asg1 = Pr(φ) andg2 = Pr(¬φ) are consis-
tent, providedg1 + g2 = 1.

(U6) If φ represents the formula which is believed at the minimum level andψ is a
standard belief, thenφ impliesψ. 1

The intuitive idea is that there is no proposition that is believed at a lower level than
the proposition that characterizesall i’s standard beliefs. In some sense this proposition
is the most specific one which is believed (in a standard sense) byi.

(U7) If φ represents the formula which is believed at the maximum level andψ is a
standard belief, thenψ impliesφ.

The intuitive idea is that there is no proposition that is believed at a greater level
than the level of tautologies.

(U8) If φ is believed at the levelg, theni believes thatφ is believed at the levelg.
This positive introspection axiom schema means that no level is ascribed byi to

his evaluation of the level of a belief. If such a level would be ascribed, then one could
ask the question:what isi’s evaluation of this ”second” order level?, and we would be
leaded to an infinite number of introspection levels, which is far to be intuitive.

Notice also that there is no justification to ascribe the maximum level to introspec-
tion beliefs because the maximum level is restricted to tautologies, while graded beliefs
are contingent propositions.

(U9) If φ is not believed at the levelg, theni believes thatφ is not believed at the
levelg.

The justification of (U9) is similar as the justification of (U8).
For the conditional connective⇒h we have the following inference rules and axiom

schemas.
(R0) Inφ⇒h ψ, φ andψ can be substituted by logically equivalent formulas.

1 We would like to thanks the anonymous referee who pointed out an error in the preliminary
version of axioms schemas (U6),(U7) and (R2).
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(R1) If φ entailsψ at the levelh, then ifφ holds,ψ holds ”at the level”h.
This axiom schema can be easily understood if we think to its possible interpretation

in terms of conditional probabilities. Ifφ ⇒h ψ is interpreted as:h = Pr(ψ|φ), if
we have:1 = Pr(φ), we can infer that:h = Pr(ψ), which can be rephrased as:
h = Pr(ψ|⊤), and this formula can be seen as the interpretation of⊤ ⇒h ψ. That is
why, in the following,ψh is used as a notation for:⊤ ⇒h ψ.

If we haveφ1 ⇒h1 ψ andφ2 ⇒h2 ψ andh1 6= h2, from φ1 andφ2 we can
infer ψh1 andψh2 , which contradicts the further unicity schema (R3). We have the
same kind of contradiction with conditional probabilities if we haveh1 = Pr(ψ|φ1)
andh2 = Pr(ψ|φ2), andφ1 andφ2 are both true; because we geth1 = Pr(ψ) and
h2 = Pr(ψ).

(R2) There exists a functionF such that ifn = F (h1, k1, h2, k2), then, ifφ entails
ψ at the levelh1, ψ entailsθ at the levelk1, φ entails¬ψ at the levelh2 and¬ψ entails
θ at the levelk2, thenφ entailsθ at the leveln.

The reason why we have this axiom schema is that, in general, from:((φ ⇒h1

ψ) ∧ (ψ ⇒k1 θ) we cannot infer what is the value ofn such that:(φ ⇒n θ), because
there may beφ worlds that areθ worlds, and which are notψ worlds. Notice that axiom
schema (R2) is perfectly compatible with conditional probabilities if we accept some
uniform distribution assumptions. In that case the form ofF is: n = (h1 × k1) + (h2 ×
k2).

(R3) The regularity level ofφ entailsψ is unique.
Finally, it is worth noting that we do not have an axiom schema that allows us to

infer from: (φ ⇒h1 ψ) ∧ (φ ⇒h2 θ), the value ofh3 such that:(φ ⇒h3 ψ ∧ θ). The
reason is that, for a given level ofh1 andh2, the set ofψ worlds and the set ofθ worlds
may be either disjoint or one may be included into the other one.

Formal definition
The proof theory is formally defined as follows.
The syntax of the language is defined as usual for a multimodal propositional logic

(see [4]).
In addition to the inference rules and axiom schemas of classical propositional logic

we have the following inference rules and axiom schemas.
Notations.
Forall(g, cond)F (g)

def
=

∧
g∈G,cond(g) F (g)

Exist(g, cond)F (g)
def
=

∨
g∈G,cond(g)F (g)

ψh def
= ⊤ ⇒h ψ

Beli(φ) obeys a KD system.
(U0) If ⊢ φ↔ ψ then⊢ Belgi (φ) ↔ Bel

g
i (ψ)

(U1) If ⊢ φ→ ψ then⊢ Belgi (φ) → ¬Exist(g′, g′ < g)Belg
′

i ψ

(U2) If g3 = Max{g1, g2} then⊢ Belg1

i (φ1) ∧Bel
g2

i (φ2) → Bel
g3

i (φ1 ∨ φ2)
(U3) If g3 = Min{g1, g2} then⊢ Belg1

i (φ1) ∧Bel
g2

i (φ2) → Bel
g3

i (φ1 ∧ φ2)
(U4)⊢ Forall(g1, g2, g1 6= g2) ¬(Belg1

i (φ) ∧Belg2

i (φ))

(U5)⊢ Belgi φ→ ¬Beli¬φ
(U6)⊢ (Belmin

i φ ∧Beliψ) → (φ→ ψ)
(U7)⊢ (Belmax

i φ ∧Beliψ) → (ψ → φ)

6



(U8)⊢ Belgi (φ) → BeliBel
g
i (φ)

(U9)⊢ ¬Belgi (φ) → Beli¬Bel
g
i (φ)

(R0) If ⊢ φ↔ φ′ and⊢ ψ ↔ ψ′ then⊢ (φ⇒h ψ) → (φ′ ⇒h ψ′)
(R1)⊢ (φ⇒h ψ) → (φ→ ψh)
(R2) There exists a functionF such that ifn = F (h1, k1, h2, k2), then

⊢ ((φ⇒h1 ψ) ∧ (ψ ⇒k1 θ) ∧ (φ⇒h2 ¬ψ) ∧ (¬ψ ⇒k2 θ)) → (φ⇒n θ)
(R3)⊢ Forall(h1, h2, h1 6= h2) ¬((φ ⇒h1 ψ) ∧ (φ⇒h2 ψ))

4.2 Model theory

The model theory gives a formal semantics to the concepts of standard beliefs, graded
beliefs and graded regularities. Models are a particular sort of minimal conditional
model as defined by Chellas (see [4], section 10.1). They are defined as a tupleM

such that:

M =< W, {Bi}, {B
g
i }, {R

h}, v >

In M , W is a set of possible words,{Bi} is a set of functions:Bi : W → 2W ,
which assign to each world a set of worlds,{Bg

i } is a set of functions:Bg
i :W → 22W

,
which assign to each world a set of sets of worlds,{Rh} is a set of functions:Rg :
W, 2W → 22W

, which assign to each pair formed with a world and a set of worlds, a
set of sets of worlds, andv is a function:v : ATOM → 2W , which assigns to each
atomic formula a set of worlds.

In this kind of models a proposition and the set of worlds where this proposition is
true are identified.

The intuitive meaning of these functions can be seen through formal examples.
If Bi(w) = X ,X is the set of worlds consistent withALL the propositions believed

by i in w. This set of worlds is usually characterized by an accessibility relation in
models of normal modal logics.

If Bg
i (w) = {X1, X2}, the set of propositions believed byi in w at the levelg

is represented by the set of sets of worlds:X1 andX2. That means that the set of
propositions believed at the levelg is represented by these two sets.

If Rh(w,X) = {X2, X4}, in w the set of propositions entailed at the levelh by the
proposition represented byX is represented by the set of sets of worldsX2 andX4.
These two sets can also be interpreted as two propositions.

Satisfiability conditions
For reasons that are explained in the comments about the satisfiability conditions

for graded regularities, the truth value of a formula is defined in the context of a set of
worldsX .

M,X,w |= φ can be read:φ is true in the worldw, in the contextX and in the
modelM .

This notion of truth relativized to a context is related to the standard notion of truth
by the following condition.

M,w |= φ iff M,W,w |= φ.
Let us assume thatX is a subset ofW .
Notation:|φ|X

def
= {w1 : w1 ∈ X and M,X,w1 |= φ}.
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M,X,w |= atom iff w ∈ v(atom) andatom is an atomic formula.

M,X,w |= ¬φ iff M,X,w 6|= φ.

M,X,w |= φ ∨ ψ iff M,X,w |= φ orM,X,w |= ψ.

M,X,w |= Beliφ iff ∃Y (Y = Bi(w) and ∀w′(w′ ∈ Y ⇒M,Y,w′ |= φ)).

M,X,w |= Bel
g
i φ iff ∃Y (Y = Bi(w) and |φ|Y ∈ B

g
i (w)).

M,X,w |= φ⇒h ψ iff |ψ|X ∈ Rh(w, |φ|X).

w′

Bel
g
i (φ⇒h ψ)

|φ⇒h ψ|Y

Y

|φ|W

Rh

B
g
i

Bi

|φ|Y

|ψ|W

|ψ|Y

w

Fig. 1.Evaluation of a graded belief about a graded regularities.

Example. M,X,w |= Bel
g
i (φ ⇒h ψ) iff ∃Y (Y = Bi(w) and |φ ⇒h ψ|Y ∈

B
g
i (w)). From|φ|X definition we have:|φ⇒h ψ|Y = {w′ : w′ ∈ Y andM, Y,w′ |=

φ⇒h ψ}. From the satisfiabilities conditions we have:M,Y,w′ |= φ⇒h ψ iff |ψ|Y ∈
Rh(w′, |φ|Y ).

This example shows why formulas are evaluated with respect to a given context.
Indeed, to evaluate to what extendi believes that the set ofφ worlds is included into
the set ofψ worlds, we have to restrictφ extension andψ extension to the set of worlds
which are consistent with alli’s beliefs inw, i.e. to the set of worldsY , which isBi(w)
(see figure 1 ). That is the reason why formulas are evaluated with respect to a given
context. If a formula is not in the scope of some agent’s beliefs, then the context is not
restricted, i.e. the context isW .

Notice that, since graded beliefs are standard beliefs, the set of worlds|φ ⇒h ψ|Y
containsBi(w).
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5 Related works

In [17] W. Spohn as defined a framework to represent graded beliefs in order to give a
more satisfying account of rational epistemic changes. His final goal is to raise deter-
ministic epistemology to a level as satisfying as probabilistic conditionalization in the
field of non deterministic changes.

The framework, like in this paper, is defined by a set of possible worlds, and propo-
sitions are also identified to sets of worlds. A set of beliefs is represented by a set of
worlds, called the ”net content”, the set of worlds which is included into all the believed
propositions (in our framework this set of worlds isBi(w)). The first idea is to represent
belief changes with simple conditional functions (SCF) which collect all the possible
changes of the net content of epistemic states brought about by all possible information.
Then, a SCFg is a function from2W to 2W . Spohn shows that the information repre-
sented by the SCFs can be represented by a well ordered partition (WOP) ofW , where
a WOP is a partition such that ordinals 0,...,n are assigned to each member of the par-
tition. These ordinals are intended to represent the strength ofdisbelief of propositions
represented by each partition. These members are denoted byE0,...,En. The partition
E0 is the least disbelieved proposition and it represents the net content of an epistemic
state.

According to these definitions a WOP represents a SCF iff for all non empty set
of worldsA we haveg(A) = Eβ ∩ A, whereEβ is the least disbelieved partition
that intersectsA. On the basis of this correspondence between WOPs and SCFs it is
shown that no SCF can appropriately represents epistemic changes, in the sense that it
is possible to get the same epistemic change after getting and removing an information
A, and that getting informationA and thenB leads to the same epistemic state as getting
B and thenA.

That is the reason why Spohn introduces the ordinal conditional functions (OCF).
An OCFk is defined on a complete field of propositions and assigns to each non empty
proposition an ordinal such that 0 is not obtained from an empty set, and the ordinal
k(w) is the same for all the worldsw in the same atomic proposition. Then, for any non
empty propositionA, the ordinalk(A) characterizes the least disbelieved world inA,
i.e.k(A) = min{k(w) : w ∈ A}. Notice thatk(A) = 0 means thatA is not believed
to be false, and we may have bothk(A) = 0 andk(¬A) = 0.

Finally, to have the properties of reversibility and commutativity of epistemic chan-
ges a complementary parameterα is added to complement the values ofk. The grade
α characterizes the strength of¬A. It is used to increment the value ofk(¬A) after
getting the informationA. We have no room here to explain in detail how this parameter
is defined and how it is used.

There are some commonalities with graded beliefs that have been presented here
in the sense that qualitative grades are assigned to beliefs. For example,Belmin

i A and
k(A) = 0 have similar meanings. We also havek(A ∪B) = min{k(A), k(B)} which
is very to close to our axiom schema (U2). However, there are significant differences.
The first one is that in our framework there is no need to assign a grade to all the
propositions. The second one is that the meaning of the grades are different: in our
framework they represent the strength of beliefs, while for Spohn they represent the
strength of disbeliefs. Is there a one to one correspondence between each of them? The
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answer is far to be obvious. The third one is that to define the OCFs we have to assign
grades to all the worlds. We think that in a non trivial application domain where a world
is defined by tens of atomic propositions, it is quite difficult to consider each world and
to evaluate the appropriate grade for this world. May be a trick could be to ”cluster” sets
of worlds, and to assign to them the same grade, but that is exactly what we do if these
sets are seen as propositions. The difference being that we do not request a ”complete”
assignment. Finally, in Spohn proposal there is no proof theory.

Several authors have taken inspiration in Spohn’s proposal in the perspective of
modeling belief changes (see, for example, C. Boutilier [2]). In [14] N. Laverny and J.
Lang have explicitly integrated these ideas in a modal logical framework. They define
a modalityBiφ whose intuitive meaning is that ”the agent believesφ with strengthi” 2

and whose satisfiability condition for a given OCFk is: k |= Biφ iff i ≤ k(¬φ).
N. Laverny in [13] has defined a normal modal logic for graded beliefs where

modalitiesBiφ obey aKD45 system calledKD45G. The positive introspection (neg-
ative introspection is similar) axiom schema takes the form:Bjφ → BiBjφ which,
in our view is questionable, as mentioned in section 4.1. The author shows how these
modalities can be ”translated” into the OCF framework. For a given OCFk we have:
k, s |= Biφ iff ∀s′(k(s′) < i ⇒ k, s′ |= φ).

In [15] E. Lorini and R. Demolombe have defined a normal modal logic for graded
beliefs whereBel≥xφ can be read ”agenti believesφ at least with strengthx”. These
modalities are interpreted by binary relationsP x

i , andP x
i (w) denotes the set of worlds

accessible from the worldw. These relations are structured by the constraint: ify < x

thenP y
i (w) ⊆ P x

i (w), which can be seen as a structure of spheres. From these modali-
ties are defined modalitiesBelxφwhose meaning is that agenti believesφ at strengthx.
The satisfiability conditions for these modalities can be expressed as:M,w |= Belxφ

iff P x
i (w) ⊆ |φ|W andP suc(x)

i (w) 6⊆ |φ|W . The correspondence with Spohn’s OCF is
defined by a translation of the set of spheres into an EOP. The significant point of this
works is that these graded beliefs are integrated into a logical framework that defines
different kinds of trust.

R. Demolombe and C. J. Liau in [7] have defined graded beliefs and graded trust
in order to propose a solution to belief revision. They define modalitiesBα

i φ whose
meaning is that agenti believesφ at the levelα. These modalities are normal modalities.
They also define classical modalities of the formTV α

i,jφ andTCα
i,jφ, whose meaning

are that agenti trusts agentj at the levelα for being a valid (respectively complete)
information source forφ. Here, a valid information source is an information source
who is both sincere and competent, and a complete information source is defined in a
dual way. The meaning of these graded trust definitions can be well understood with
the axiom schemas:TV α

i,jφ → (KiInfj,iφ → Bα
i φ), andTCα

i,jφ → (Ki¬Infj,iφ →
Bα

i ¬φ).
We have seen that most of the works dealing with graded beliefs have been done

to formalize belief change. The few ones which consider graded beliefs for modeling
graded trust identify the level of beliefs and the level of trust. The most significant
difference with what we have proposed is the fact that we have considered that two

2 In fact the meaning of this modality is that the agent believesφ with strength at least equal to
i.
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independent grades are involved in trust definition. The following example is intended
to show why we need graded trust and graded regularities.

Let us assume that agenti has a low belief strengthg about the fact thatj is very
competent with regard top, because on the basis of 5 observations wherej has believed
p, in 4 situations it was the case thatp was true. The strength ofi’s belief is low because
the number of observations is quite limited. If after a greater number of observations,
say 5 additional observations, it is confirmed thatj is very competent, thei’s belief
strengthg will be greater while the gradeh of j’s competence remain the same. How-
ever, if for these 5 new observations it happens thatj’s belief was wrong in 3 cases,i
will believe thatj has a moderate competence, that is thath is lower. Even if the grades
g andh are not necessarily assigned on the basis of observations, from this simple ex-
ample we can understand why we need two different grades to evaluatei’s trust about
j’s competence.

6 Conclusion

A logical framework has been defined to represent graded trust in terms of two indepen-
dent components: graded beliefs and graded regularities. We do not pretend that trust
can be reduced to a set of components of this kind, but we have shown that they are
included in most of the trust definitions.

A class of non normal modalities formalize graded beliefs, while standard beliefs
obey a normal modal system. Graded regularities are also represented by non normal
modalities. The model theory for these operators is defined in the framework of minimal
conditional models ”a la Chellas”. It is possible not to ascribe a grade to all the standard
beliefs. For example, in the financial domain, it may be thati believes that the traderj
is competent, buti does not have enough background in the domain to assign a grade
to j’s competence.

We have accepted a framework which has limited logical properties but offers more
flexibility for further specializations. For example, it is not imposed to assign a grade to
every believed proposition, as it is the case in Spohn’s framework. If for some specific
reason one would like to impose such constraint, it would not be a great difficulty to
add correspondent constraint in the logic.

In the future we want to analyze to what extend the framework could be adapted to
a quantitative analysis in terms of probabilities. A possible direction to be investigated
would be to interpret graded beliefs as subjective probabilities, and graded regularities
as objective conditional probabilities. For example, sentences of the form:Bel

g
i (φ ⇒h

ψ), could be interpreted as:BeliPrsub(Probj(ψ|φ) = h) = g.
Another direction for future works is to go deeper in the analysis of mathematical

properties of the logical framework. In particular the constraints to be imposed to the
models in order to validate the axiom schemas must be analyzed carefully. For example,
(U2) is valid if we impose the constraint: (CU2) IfX1 ∈ B

g1

i (w), X2 ∈ B
g2

i (w) and
g3 = Max{g1, g2}, thenX1 ∪ X2 ∈ B

g3

i (w), and (U5) is valid if we impose the
constraint: (CU5) IfX ∈ B

g
i (w), thenBi(w) ∩X 6= ∅.

Finally, we believe that the constraint to have a total order on the set of grades could
be easily relaxed if that is required in a particular domain.
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Abstract. Dependence networks among agents (describing how each agent can 
be linked with each other able to satisfy any need/goal/desire) are really 
important for evaluating future collaborations among them. In fact, the 
Dependence Networks alone are not sufficient for a real allocation of tasks 
among the agents. For this allocation, it is also necessary that each agent could 
satisfy his own expectations about the trustworthiness of the other agents with 
respect to the specific tasks. We present in this paper a cognitive theory of trust 
as a capital, which is, in our view, a good starting point to include this concept 
in the issue of negotiation power. That is to say that if somebody is (potentially) 
strongly useful to other agents (in the sense that are declared a set of its skills), 
but it is not trusted, its negotiation power does not improve. Our claim is to 
underline how (for a set of agents linked to each other) the competitive 
advantage is not simply of being part of a network, but more precisely of being 
trusted in that network. 

Keywords: Trust, Dependence Networks, Relational Capital. 

1 Introduction 

In almost the present approaches to the trust study the focus of the analysis is on the 
trustier and on the ways for evaluating the trustworthiness of other possible trustees. 
But trust can be viewed at the same time as an instrument both for an agent selecting 
the right partners in order to achieve its own goals (the trustier’s point of view), and 
for an agent of being selected from other potential partners (the point of view of the 
trustee) in order to establish with them a cooperation/collaboration and to take 
advantage from the credit of the accumulated trust. 
In this paper we will analyze trust as the agents’ relational capital. Starting from the 
classical dependence network (in which needs, goals, abilities and resources are 
distributed among the agents) with potential partners, we introduce the analysis of 
what it means for an agent to be trusted and how this condition could be strategically 
used from him for achieving his own goals, that is, why it represents a form of power. 
We address this point, analyzing what it means that trust represents a strategic 
resource for agents that are trusted, proposing a model of ‘trust as a capital’ for 
individuals and suggesting the implication for strategic action that can be performed. 

Our thesis is that to be trusted: 
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i) increases the chance to be requested or accepted as a partner for exchange or 
cooperation; 

ii) improves the ‘price’, the contract that the trustee can obtain. 

The need of this new point of view derives directly from the fact that in human 
societies as well as in multi-agent systems it is strategically important not only to 
know who is trusted by whom and how much, but also to understand how being 
trusted can be used by several potential trustiers. 

It has been already shown that using different levels of trust represents an advantage 
in performing some task such as allocating task or choosing between partners. 
Therefore, having “trust” as a cognitive parameter in agents’ decision making can 
lead to better (more efficient, faster etc.) solutions than proceeding driven by other 
kind of calculation such as probabilistic or statistical one. 

In order to improve this approach and to better understand dynamics of social 
networks, now we propose a study of what happens on the other side of the two-way 
trust relationship, focusing on the trustee, in particular on a cognitive trustee. Our aim 
is an analytical study of what it means to be trusted. The idea of taking the other point 
of view is particularly important if we consider the judge amount of studies in social 
science that connect trust with social capital related issues. This work develops and 
refines the thesis claimed in our previous work (1). 
Our claims are: 

- to be trusted usually is an advantage for the trustee (agent Y); more precisely 
received trust is a capital that can be invested, and that requires decision and costs to 
be cumulated; 

- it is possible to measure this capital, which is relational, that is depends on a position 
in a network of relationships; 

- trust has different sources: from personal experience that the other agents have had 
with Y; from circulating reputation of Y; from Y’s belongingness to certain groups or 
categories; from the signs and the impressions that Y is able to produce; 

- the value of this capital is context dependent (and market dependent) and dynamic; 

- received trust strongly affects the ‘negotiation power’ of Y that cannot simply be 
derived from the “dependence bilateral relationships”. 

Although there is a big interest in literature about ‘social capital’ and its powerful 
effects on the wellbeing of both societies and individuals (7, 8), often it is not clear 
enough what is it the object under analysis, even if some attempts in this direction 
were been made (2,3). To overcome this gap, we propose a study that first attempts to 
understand what trust is as capital of individuals. How is it possible to say that “trust” 
is a capital? How is this capital built, managed and saved? Then we aim to 
analytically study the cognitive dynamics of this object, with a particular focus on 
how they depend on beliefs and goals. 
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2 Being Trusted 

The theory of trust and the theory of dependence are not independent from each other. 
Not only because – as we modelled (4, 5, 21), before deciding to actively trust 
somebody, to rely on him (Y), one (X) has to be dependent on Y: X needs an action or 
a resource of Y (at least X has to believe so). But also because objective dependence 
relationships (10, 11, 12) that are the basis of adaptive social interactions, are not 
enough for predicting them. Subjective dependence is needed (that is, the dependence 
relationships that the agents know or at least believe), but is not sufficient; it is also 
necessary to add two relevant beliefs: 
(i) the belief of being dependent, of needing the other; 
(ii) the belief of the trustworthiness of the other, of the possibility of counting upon 
him. 
If X would not feel dependent on Y, she could not rely on him. 

2.1 Objective and Subjective Dependence 

The theory of dependence includes in fact two types of dependences: 
(1) the objective dependence, which says who needs whom for what in a given society 
(although perhaps ignoring this). This dependence has already the power of 
establishing certain asymmetric relationships in a potential market, and it determines 
the actual success or failure of the reliance and transaction (see Figure 1). 
 

 

Figure 1: objective dependence network   
 
(2) the subjective (believed) dependence, which says who is believed to be needed by 
who. This dependence is what determines relationships in a real market and settles on 
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the negotiation power; but it might be illusory and wrong, and one might rely upon 
unable agents, while even being autonomously able to do as needed. In Figures 2 is 
shown the dependence relationships as believed by X: it is different from the objective 
dependence showed in Figure 1. 
 

 

Figure 2: subjective dependence network (believed by X) 
 

More Formally, let Agt={Ag
1
,..,Ag

n
} a set of agents; we can associate to each agent 

Agi∈Agt: 
- a set of goals Gi={gi1

,..,giq
}; 

- a set of actions Azi={αi1
,.., αiz

}; these are the elementary actions that Agi is able to 
perform;  
- a set of plans Π ={pi1

,..,pis
}; the Agi’s plan library: the set of rules/prescriptions for 

aggregating the actions; and 
- a set of resources Ri={ri1

,..,rim
}. 

 
The achievement/maintenance of each goal needs of actions/plans/resources. 
Then, we can define the dependence relationship between two agents (Agj and Agi) 
with respect a goal gjk, as Obj-Dependence (Agj, Agi, gjk) and say that: 
An agent Agj has an Objective Dependence Relationship with agent Agi with respect to 
a goal gjk if for achieving gjk are necessary actions, plans and/or resources that are 
owned by Agi and not owned by Agj. 
More in general, Agj has an Objective Dependence Relationship with Agi if for 
achieving at least one of its goals gjk∈Gj, are necessary actions, plans and/or 
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resources that are owned by Agi and not owned by Agj (or, that is the same, they are 
owned by Agj but not usable by it for several reasons). 
 
As in (10) we can introduce the unilateral, reciprocal, mutual and indirect 
dependence (see Figure 3). In very short and simplified terms, we can say that the 
difference between reciprocal and mutual is that the first is on different goals while 
the second is on the same goal. 
 

 

Figure 3 
 
The thing really operative in the resulting interactions among the agents is due to their 
beliefs about the reciprocal dependences rather than the objective dependences. 
We call Subj-Dependence(Agj, Agi, gjk) for representing the Agj’s point of view with 
respect its dependence relationships with Agi about its k-th goal gjk. Analogously, we 
call Obj-Dependence(Agj, Agi, gjk) for representing the objective dependence 
relationship of Agj with Agi about its k-th goal gjk. 
We define Dependence-Network(Agt,t) the set of dependence relationships (both 
subjective and objective) among the agents included in Agt set at the time t: 
Dependence-Network(Agt,t) = Obj-Dependence(Agj, Agi, gjk) ∪ Subj-Dependence(Agj, 
Agi, gjk) with Agj ,Agj ∈ Agt. 

2.2 Power of Negotiation in the Dependence Networks 

Given a Dependence-Network(Agt,t), we define 
Objective Potential for Negotiation of Agj∈Agt about an its own goal gjk -and call it 
OPN(Agj, gjk)- the following function: 
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OPN(Ag j ,g jk ) = f (
1

1+ pki
)

i=1

l

" =
1

1+ pkii=1

l

"  

 
Where:  
- f is in general a function that preserves monotonicity (we will omit this kind of 
functions in the next formulas); 
- l represents the number of agents in the set Agt that have a objective dependence 
relation with Agj with respect to gjk; 
- pki is the number of agents in Agt that are objectively requiring the same 
actions/plans/resources (as useful for gjk) to Agi on which is based the dependence 
relation between Agj and Agi and that in consequence are competitors with Agj on that 
actions/plans/resources in a not compatible way (Agi is not able to satisfy at the same 
time all the agents: there is a saturation effect). See Figure 4 for an example. 
 

 

Figure 4 
 
So, if there are no competitors with Agj (pki=0 for each i∈ {1,…, l}) we have: 
 

! 

OPN(Ag j ,g jk ) = f (
1

1+ pki
)

i=1

l

" = l 

 
In general, we can represent the objective dependence of Agj as shown in Figure 5: 
set1 represents the set of agents who depend from Agj for something (actions, plans, 
resources), set2 represents the set of agents from which Agj depends for achieving an 
own specific goal gjk. The intersection between set1 and set2 (part set3) is the set of 
agents with whom Agj could potentially negotiate for achieving gjk. The greater the 
overlap the greater the negotiation power of Agj in that context. 
However, the negotiation power of Agj also depends on the possible alternatives that 
its potential partners have: the few alternatives to Agj they have, the greater its 
negotiation power (see Figure 4). 
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Figure 5 
 
We can define the Subjective Potential for Negotiation of Agj∈Agt about an its own 
goal gjk -and call it SPN(Agj, gjk)- the following function: 
 

! 

SPN(Ag j ,g jk ) =
1

1+ pki
Bj

i=1

l
Bj

"  

 
where the apex Bj means “believed by Agj”; in fact in this new formula Agj both 
believes the number of potential collaborative agents (l) and the number of 
competitors (pki) for each of them. 
It is clear how, on the basis of these parameters (lBj and pki

 Bj), the negotiation power of 
Agj is determined. And, at the same time, will be strongly influenced his own 
decisions. 

2.3 Trust Role in Dependence Networks 

We are interested now to introduce into the dependence network also the trust 
relationships. In fact, the dependence network alone is not sufficient for a real 
allocation of tasks among the agents. It is true that Agi should be able and willing to 
realize the action αk: But how? And, it will be sufficient given Agi’s expectations? 
Would be it more or less trustworthy than Agz? For answering to these questions the 
agents in the dependence network have to establish among them also the reciprocal 
trust about the different tasks they can allocate to each other. 
Indeed, although it is important to consider dependence relationship between agents 
in a society, there will be not exchange in the market if there is not trust to enforce 
these connections. Considering the analogy with the Figure 4, we will have now a 
representation as given in Figure 6 (where Set 4  includes the set of agents that Agj 
considers trustworthy for achieving gjk). 
We have now a new subset (darked agents in Figure 7) containing the potential agents 
for negotiation. Introducing in the Subjective Potential for Negotiation (of Agj∈Agt 
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about an its own goal gjk) also the basic beliefs about trust (we introduce the 
superscript index T for differentiate from the SPN without trust), we have: 
 
 

 

Figure 6 
 
 

! 

SPN
T
(Ag j ,g jk ) =

DoAik

Bj
*DoWik

Bj

1+ pki
Bj

i=1

l
Bj

" )       1≥ DoA, DoW ≥0 

 
where DoAik

Bj and DoWik
Bj are, respectively, the degree of ability and willingness (with 

respect the goal gjk) of the agent Agi as believed by Agj. 
Analogously, but less relevant in this case, we can introduce the Objective Potential 
for Negotiation (of Agj∈Agt about an its own goal gjk), we have: 
 

! 

OPN
T
(Ag j ,g jk ) =

DoAik *DoWik

1+ pkii=1

l

"  

 
When a cognitive agent trusts another cognitive agent, we talk about social trust. 
We consider that the set of actions, plans and resources owned/available by an agent 
that can be useful for achieving a set of tasks (τ1, …, τ r). 
We take now the point of view of the trustee in the dependence network: so we 
present a cognitive theory of trust as a capital. That is to say that if somebody is 
(potentially) strongly useful to other agents, but it is not trusted, its negotiation power 
is not good. 
As showed in (3, 9) for delegating a task we have to introduce a Degree of Trust of the 
Agent Agj on the agent Agi about the task τk (DoT(Agj Agi τk)): 
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! 

DoT(Ag j ,Agi," k )
Bj

= DoAik

Bj
*DoWik

Bj  
 

Where the apex Bj means “as believed by Agj”. At the same way we can also define 
the self-trust of the agent Agi about the task τk: 

! 

ST(Agi," k ) = DoAik

Bi
*DoWik

Bi  
 
We call the Objective Trust Capital of Agi∈Agt about a potential delegable task τk: 
 

! 

OTC(Agi," k ) =
j=1

l

# DoAik

Bj
*DoWik

Bj
=

j=1

l

# DoT(Ag j ,Agi," k )
Bj  

 
Where l is the number of agents (included in the dependence network) needed for the 
task τk. Note that we are calling as objective trust capital the sum of the 
trustworthiness that the other agents in the DN attribute to Agi rather than the capital 
Agi could deserve on the basis of his own objective relationships: in other words, in it 
is included the partial (subjective) point of views of the other agents. 
We call the Subjective Trust Capital of Agi∈Agt about a potential delegable task τk the 
function: 
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STC(Agi," k ) =
j=1

l
Bi

# DoAik

BiBj
*DoWik

BiBj
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j=1

l
Bi

# DoT(Ag j ,Agi," k )
BiBj  

 
Where the apex BiBj means “as Agi believes is believed by Agj”. Subjectivity means 
that both the network dependence and the believed abilities and willingness are 
believed by (the point of view of) the agent Agi. 
Starting from the Trust Capital we would like evaluate its usable part. In this sense, 
we introduce the Subjective Usable Trust Capital of Agi∈Agt about a potential 
delegable task τk as: 
 

! 

SUTC(Agi," k ) =
DoT(Ag j ,Agi," k )

BiBj

1+ pkj
Bi

j=1

l
Bi

#  

 
where pkj

Bi is (following the Agi’s belief about the beliefs of Agj) the number of other 
agents in the dependence network that can realize and achieve the same task to whom 
Agj can delegate the task τk (see Figure 8). We say that there are two comparable trust 
values when the difference between them is in a range under a given threshold that 
could be considered meaningless with respect to the achievement of the task. In Figure 
8, Ag1 and Ag2 strengthen the trust capital of Agi (they are competitors with Agj about 
the task τ); while Ag3, Ag4 and Ag5 weaken the trust capital of Agi because they are 
competitors with Agi in offering (at the same trustworthy value) the task τ. 
As showed in Figure 8 it is possible that Agi believes about potential competitors with 
him (jeopardizing his trust capital) but they are not really competitors because there 
are no links with his potential clients/delegating (see Ag3, Ag4 and Ag5 that are not 
linked with Ag1 and Ag2 but only with Agj). 
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Figure 8 
 
Of course, we can analogously introduce the Objective Usable Trust Capital of 
Agi∈Agt about a potential delegable task τk as: 
 

! 

OUTC(Agi," k ) =
DoT(Ag j ,Agi," k )

1+ pkjj=1

l

#
 

 
In this paragraph we have introduced in the dependence network (that establishes, 
objectively or subjectively, how each agent can potentially depend from other agents 
for solving its own tasks) the trust relationships (that introduce an additional 
dimension, again assessable both objectively and subjectively, in a potential partner 
selection for achieving tasks). In general, we can say that the introduction of trust 
relationships reduces the set of potential partners for each agent and for each task, 
with respect to the situation with the dependence relationships alone: OPN>OPNT, 
and SPN>SPNT.  

3 Dynamics of Relational Capital 

What has not been considered enough in organization theory is the fact that the 
relational capital is peculiar in its being crucially based on beliefs: again, what makes 
relationships become a capital is not simply the structure of the networks (who “sees” 
whom and how clearly) but the levels of trust which characterize the links in the 
networks (who trusts whom and how much). Since trust is based on beliefs – 
including, as we said, also the believed dependence (who needs whom) – it should be 

22



clear that relational capital is a form of capital, which can be manipulated by 
manipulating beliefs. 
Thanks to a structural theory of what kind of beliefs are involved it is possible not 
only to answer some very important questions about agents’ power in network but 
also to understand the dynamical aspects of relational capital. In addition, it is possible 
to study what a difference between trustee’s beliefs and others’ expectations on him 
implies in terms of both reactive and strategic actions performed by the trustee itself. 

3.1 Changing Trust Capital 

For what concerns the dynamic aspects of this kind of capital, it is possible to make 
hypotheses on how it can increase or how it can be wasted, depending on how each of 
basic beliefs involved in trust could be manipulated. 

In general, starting from the analysis of the previous paragraph, we can see how 
matching the different terms we have different interesting situations. 

First of all, even if OTC(Agi,τk) is a relevant factor for the agent Agi (it shows in 
absolute terms how is recognized the trustworthiness of Agi), in fact the really important 
thing for an agent cumulating trust capital is OUTC(Agi,τk) that indicates not only the 
trustworthiness cumulated on the dependent agents, but also the number of possible 
other competitors on that offered task. 

Again more interesting is to consider the SUTC(Agi,τk) factor (in which a relevant 
role is played by the beliefs of the involved trustee) and its relationships with 
OUTC(Agi,τk), SPNT(Agj,gjk), and OPNT(Agj,gjk) factors. As we have seen in the previous 
paragraph, these factors are constituted by the beliefs of the trustee or the trustier, so 
can be interesting to analyze the different situations matching them and evaluating the 
consequences of their coherence or incoherence. 

A general rule (that could be easily translated in an algorithm) regards the fact that 
the trust capital of an agent (say Agi) increases when: 

i) decreases the number of other agents (competitors) in the DN offering the solution 
to the given task (or classes of tasks); and/or 

ii) increases the number of agents (delegators/clients) in the DN requiring the 
solution to the given task (or classes of tasks). 

Following this analysis, the trustee should work for decreasing the competitors (for 
example, disconnecting the links in the network, reducing the reputation of them, and so 
on) and/or he should work for increasing the delegators (for example, connecting new 
of them, changing the needs of the connected ones, and so on). 

 
Let us consider what kind of strategies can be performed to enforce the other’s 

dependence beliefs and his beliefs about agent’s competence. If Agi is the potential 
trustee (the collector of the trust capital) and Agj is the potential trustier we can say: 

i) Agi can make Agj dependent on him by making Agj lacking some resource or skill 
(or at least inducing Agj to believe so). He has to work on SPNT(Agj,gjk). 

ii) Agi can make the Agj dependent on him by activating or inducing in her a given 
goal (need, desire) on which Agj is not autonomous (13) but is dependent from Agi (or 
in any case she believes so). In this case he has to find the way for including in Gj an 
additional gjk such that Agj is dependent from Agi for that goal (and she believes that). 
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iii) Since dependence beliefs are strictly related with the possibility of the others 
(for example Agj) to see the agent (for example Agi) in the network and to know her 
ability in performing useful tasks, the goal of the agent who wants to improve his own 
relational capital will be to signaling his presence and his skills (14, 15, 16). While for 
showing his presence he might have to shift his position (either physically or 
figuratively like, for instance, changing his field), to communicate his skills he might 
have to hold and show something that can be used as a signal (such as certificate, 
social status, proved experience, and so on). It is important to underline that using 
these signals often implies the participation of a third subject in the process of 
building trust as a capital: a third part which must be trusted (4). 

Obviously also Agi’s previous performances are ‘signals’ of trustworthiness. And 
this information is also provided by the circulating reputation of Agi (17, 18). 

 
iv) Alternatively, Agi could work for reducing the believed (by Agj) value of ability 

of each of the possible competitors of Agi (in number of pkj) on that specific task τk: he 
has again to work SPNT(Agj,gjk). 

 
Let us now consider how willingness beliefs can be manipulated. In order to do so, 

consider the particular strategy performed to gain the other’s good attitude through gifts 
(19). It is true that the expected reaction will be of reciprocation, but this is not enough. 
While giving a gift Agi knows that the Agj will be more inclined to reciprocate, but Agi 
also knows that his action can be interpreted as a sign of the good willingness he has: 
since he has given something without being asked, Agj is driven to believe that Agi will 
not cheat on her. Then, the real strategy can be played on trust, sometimes totally and 
sometimes only partially – this will basically depend on specific roles of agents 
involved. 

Again in formal terms, we can say that Agi has to work for increasing his DoWi as 
believed by Agj (Belj(DoAi)). 

 
Alternatively, it could work for reducing the believed (by Agj) value of willingness 

of each of the possible competitors of Agi (in number of pkj) on that specific task τk. 
An important consideration we have to do is that a dependence network is mainly 

based on the set of actions, plans and resources owned by the agents and necessary for 
achieving the agents’ goals (we considered a set of tasks each agent is able to achieve). 
The interesting thing is that the dependence network is modified by the dynamics of the 
agents’ goals: from their variations (as they evolve in time), from the emergency of new 
ones, from the disappearance of old ones, from the increasing request of a subset of 
them, and so on (6, 20). On this basis, changing the role of each agent in the 
dependence network, changes in fact the trust capital of the involved agents. 

4 Conclusions 

Individual trust capital (relational capital) and collective trust capital not only should 
be disentangled, but their relations are quite complicated and even conflicting. In fact, 
since the individual is in competition with the other individuals, he has a better 
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position when trust is not uniformly distributed (everybody trusts everybody), but 
when he enjoys some form of concentration of trust (an oligopoly position in the trust 
network); while the collective social capital could do better with a generalized trust 
among the members of the collectivity. 
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Abstract. Composed services consist of interacting services. Generally
each service in a composed service is brought out by a different service
provider. The quality of the composed service depends not only on the
individual capabilities of the providers but also on how well they work
together. Existing trust models are geared towards identifying single ser-
vices rather composed services. However, in many settings it is important
to find a group of service providers that can be trusted for a composed
service. To address this, we propose a trust model that captures how
trustworthy a group of service providers is for a particular composed
service. The approach is based on capturing relations between services.
Our proposed approach is tested on an adaptation of ART Testbed. We
compare our proposed model with an existing approach in the literature
and show that capturing relations between services pays off in finding
useful groups of service providers.

1 Introduction

In dynamic open systems, many agents interact with each other to achieve their
goals. In such environments, a self-interested agent selects the most trusted and
suitable partners to interact with from a pool of agents whose behaviors are
not known. Ideally, an agent should interact with the agent who most probably
fulfills the expectations of the requester agent. Trust model consists of opinions
of an agent about other agents; it’s formed by using its own experience with the
related agent and other agents’ opinions about the related agent. Each agent
builds its own trust model and uses this model to decide on whom to trust.

Whereas there are various approaches for finding individual trustworthy ser-
vices, most real life needs are satisfied by composite services, rather than single
services. Such composite services are realized by groups of service providers. A
service in a composite service cannot be performed without considering other

? This research has been partially supported by Boğaziçi University Research Fund
under grant BAP09A106P and the Scientific and Technological Research Council
of Turkey by a CAREER Award under grant 105E073. We thank the anonymous
reviewers for helpful comments.

27



services, because the services are dependent on each other. Consider a house
owner that wants her house to be repaired in a short time. The repairing is a
composite service that needs to be carried out by an electrician, a painter, and a
plumber. These service providers have to work at the same time in the house due
to the limited time of the housekeeper. It is obvious that the manner in which
one provider works will affect the service of another provider in the group. Hence,
the house owner needs to find a group of service providers that she can trust for
the composed service, since even if the service providers work well individually,
they may not have the same performance when they work together.

When an agent needs a team of agents rather than a single agent to fulfill
its request, the agent will consider the trust to the team instead of the trust to
each individual agent in this team. In this case, the agent needs a trust model to
evaluate the trustworthiness of possible teams. Whereas a vast literature exists
for modeling trustworthiness of individual service providers, there is not much
work done in modeling groups of providers for a given composed service.

Developing a group model for trust requires the following questions to be
answered. When a group of agents attempt to carry out a composite service but
is unsuccessful, how can the blame be distributed among the participants? How
can an unsuccessful group of agents be modified so that they become successful?
Can addition of agents to a successful group be risky? We study these problems
by developing a group model of trust.

Our model is based on the idea of the service graphs [?] to build composed
services. Service graphs are used to represent the relationship between services,
which have one or more common subtask. Intuitively, service graphs are helpful
in reasoning about services that are related to each other. If a service provider
is a good candidate in a service, it might be a good candidate in a related
service as well. Further, to capture the trustworthiness of a group of agents for a
particular composed service, a group trust model is introduced. The group trust
model measures how a group of agents would be useful in performing a particular
composed service. This group trust model is updated as the same group is used
for the same composed service.

The remainder of this paper is organized as follows. First, our proposed group
trust model and service graph model are presented in detail. Then, we give a brief
information of ART Testbed and explain the adaptation of ART to handle com-
posed services. Next, we give a step by step description of the strategies. Next,
experimental results are provided. Last, we compare our approach to existing
work in the literature.

2 Group Trust

When a group of providers are sought for a composed service, considering the
providers’ individual behavior is not enough because in carrying out the com-
posed service providers will be participating in teamwork. Teamwork trust prob-
lem emerges with the following issue: the behavior of the agent in teamwork
environment may differ from its behavior in single service environment. In team-
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work, the behavior of the agent depends on the teamwork, other agents in the
group, and so on.

One can naively think that whenever a group of agents are required for
teamwork, for each subtask, we may select the most trusted agent for the cor-
responding service in the environment. But there is no guarantee that an agent
has the same performance when it is taking place in teamwork and when it is
acting individually.

Being in a collaboration may have a positive or negative influence on the
performance of agents. For example an agent who is a successful painter works
very well individually. However, it has a worse performance when it participates
teamwork as a painter. As a conclusion, the idea behind the teamwork is to-
tally different from a single service and it is more complicated in the sense of
both representation and its reasoning. Hence, considering only the participant’s
individual trustworthiness is not going to be enough to understand the trust-
worthiness of a team.

Possible tendencies of agents who participate teamwork can be listed as the
following:

– Ideal Behavior: The agent performs well both individually and in teamwork.
– Group Antipathy: The agent may dislike being in a team. Thus, whenever

the agent participates in teamwork, its performance will be low.
– Group Motivation: The agent performs well in the teamwork even if it does

not perform well individually, i.e. other agents may help the agent. Being in
a group has a positive influence on the agent’s behavior.

– Colleague Effect: The agent’s behavior changes based on the other agents
in the team. The agent may perform better with some agents but not with
others.

– Teamwork Effect: The agent may have a bad performance due to the task
characteristics. For example, a painter may work well with another plumber
but not so well with an electrician.

– Familiarity Effect: The agents in the group improve their performance as
the number of cooperations increase.

2.1 Representation

There are two important representations that we use to enable group trust. First
representation is used to keep the instances of the teamwork, in other words the
previous teamwork experiences of the agent are stored. The latter one is a service
graph and used to represent the relation between the services of teamwork.

In group trust model, each agent classifies its experiences with respect to
the requested composed service and the agents those participate in carrying it
out. Each experience instance in composed trust model consists of a subtask list
and the corresponding agents who are assigned these subtasks: that is, a list of
agent-subtask pairs.

A group trust model has the information about the agents that exist in the
group and the subtasks which agents in the group are assigned requested about.
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Fig. 1. Service Graph for Services including Subtask1, Subtask2, and Subtask3

Each model has an expertise weight, which is updated after each experience of
the group for the same composed service, and the number of interactions which
determines the accuracy of the expertise weight. As the number of interactions
increase, the expertise weight would be more accurate as mentioned in several
models in the literature. The expertise weight of a group trust model instance
has a default value of 0.5 when it’s created, and it’s updated based on the overall
performance of the group by using geometric update method.

2.2 Service Graphs

In order to characterize the tasks in teamwork, a graph-based representation
of services [?] is used. A service graph is a weighted, directed graph including
nodes for service and the edges for transitions between services. The weights
on the edges show how likely providers that are successful in a source node are
likely to be successful in the target node. Each composite service is a node in
the graph. By using this relationship between different composite services, the
agent composes a new group of agents for a given service.

In the service graph, only the nodes or services those have at least one com-
mon subtask are connected to each other. Otherwise, there is no relationship
between two nodes. There is a weight related to each edge in the graph. Default
weight, which has a value of 0.5, is assigned to each edge when it is created. The
weights capture the likelihood of a group in the source node to be successful in
the target node.

When it’s the first time the agent is assigned a service which consists of
Subtasks 1, 2, and 3, agent adds the directed edges to the service graph for
this service, which becomes the destination node and the other services with
combinations of the subtask set of this service become source nodes. In this case,
assigned service becomes target node, and the service that contains Subtask1, the
service that contains Subtask2, the service that contains Subtask3, the service
that contains Subtasks 1 and 2, the service that contains Subtasks 1 and 3, and
the service that contains Subtasks 2 and 3 are the source nodes. Service graph
including these services and weighted edges is shown in Figure ??.

Using a service graph enables to look from the aspect of agent teamwork.
As we asserted our motivation before, the agent may not behave the same way
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when it is acting independently or when it is taking place in a team. The most
important information for an agent, who is assigned a service including more
than one subtask, is the edge weights of the graph. Each edge of the graph has
an information of weight and number of usages. These edges of the target service
are used to establish a group when this target service is assigned to the agent.
The agent uses a set of edges, where the union of subtasks of these edges’ source
services is equal to the subtasks of the target service. Using edges means that the
agent selects more useful edges with higher weights and composes groups which
are experienced before for the source services of the selected edges to form a
group for the currently assigned target service. The weights of edges which are
used to build a composed service are updated based on the performance of the
actual group whenever it’s experienced, and the number of usages is increased
by one for each selected edge.

Example 1 Let’s say that an agent is assigned a composite service which con-
sists of Subtasks 1, 2, and 3 and decides to use service graph to build a team.
Related (services) nodes for this assigned service are all the subgroups of this
composite service. The agent can follow the edges to obtain a group for the as-
signed service. Specifically, it selects a set of useful edges from the edges of the
service graph, considering the weights on the edges. Average weights of three
possible compositions are calculated by using the edge weights in Figure ?? as
the following: (1) the composition of the service that contains Subtasks 1 and 2,
and the service that contains Subtask3 is (0.70 * 2 + 0.80) / 3 = 0.73, (2) the
composition of the service that contains Subtasks 1 and 3, and the service that
contains Subtask2 is (0.90 * 2 + 0.75) / 3 = 0.85, (3) the composition of the
service that contains Subtasks 2 and 3, and the service that contains Subtask1
is (0.85 * 2 + 0.65) / 3 = 0.78. Most probably, the agent would obtain a better
service by composing the service that contains Subtasks 1 and 3, and the service
that contains Subtask2 because this composition has the highest average weight
which reflects the relationship between this composition and the required ser-
vice. Actually, the agent composes the groups of agents experienced before for
these selected services.

Example 2 The above is an example for composing nodes of the service graph
to obtain requested composite service. Another alternative is separating nodes to
obtain the requested service. Let’s say an agent is assigned a service that contains
Subtasks 1, 2, and 3. The agent may use previous experiences that belong to
the service that contains Subtasks 1, 2, 3, and 4. This is done by removing the
agent from the group that successfully performs the service with Subtasks 1, 2,
3, and 4. This is an example for the separation of nodes. In this study, we only
use composing nodes method yet.

If the agent decides to use a service graph, it should carry out a two step
procedure to determine the group of service providers. The agent begins with
finding the most appropriate edges for the assigned composite service by the aid
of composing nodes technique. The union of the subtasks of the selected nodes
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should be equal to the subtasks of the service. Actually, edge is the transition
between the different service types and the current service. Second step is the
finding of suitable group instance for the selected nodes. If the selected services
(nodes) are the service that contains Subtasks 1 and 3, and the service that
contains Subtasks 6 and 8, then the agent remembers its experiences for these
two services. When it finds successful experiences, it assigns subtasks of these
services to corresponding agents with respect to previous experience.

Note that the service graph does not give any information about the expertise
of individual agents or a group of agents. It just captures how likely groups that
perform certain services are likely to perform other services.

2.3 Non-cooperative Behavior

In this paper, we consider agents whose behavior may change based on the partic-
ular composed service that it’s taking part of. That is, even if an agent performs
well independently, in certain types of composed services, its performance may
be bad. Each agent has a finite list of composed services in which it is going to
be non-cooperative. This is called the noncooperativeness list and may be dif-
ferent for each agent. Noncooperativeness level shows the extent of cooperation.
If the noncooperativeness level of the agent is 0, then the agent cooperates with
all assigned subtasks. If it is 1, then the agent never cooperates in any of the
possible collaborations.

3 Experimental Setting

Proposed solution to teamwork trust problem is implemented within the Agent
Reputation and Trust (ART) Testbed [?] which is a popular simulation platform
to compare different trust strategies in the context of single tasks.

3.1 The ART Testbed

The ART Testbed domain consists of agents that appraise paintings. Each paint-
ing belongs to an era, and agents have varying expertise in these eras. An ap-
praiser’s expertise is its ability to generate an opinion about the value of a
painting. At each timestep, agents are assigned a number of paintings to ap-
praise. All agents are assigned the same number of paintings at the beginning of
the game. Agents are paid a fee for each appraised painting. The goal of agents is
to maximize their bank balance by minimizing appraisal error. As the accuracy
of the appraisals of the assigned paintings increases, agents have more clients
and consequently earn more money.

If an agent has low expertise value in an era in which assigned painting be-
longs to, the agent asks opinions of other agents to come up with more accurate
appraisals. Intuitively, the agent should query the agents who have higher ex-
pertise values of corresponding era to increase the profit. However, the expertise
values of other agents are not directly known by the agent. So each agent tries to
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model and learn the behavior of other agents for existing eras by using its past
experiences with other agents and reputation information of an agent, which is
asked from other agents. Agents may ask certainty of agents, which is an infor-
mation about the expertise of an agent about a particular era to decide from
which agents to ask opinion. Agents are also paid a fixed fee for each opinion
and reputation they provide, so agents may also increase their profit by sell-
ing opinions and reputation information to other agents. During the game, the
correctness of the replies are not guaranteed, and the strategies of other agents
are not known due to the heterogeneity of agents. In fact, it is quite likely that
agents provide incorrect information in order to decrease the requester’s client
base in such a competition environment.

ART simulator is responsible for assigning paintings to the appraisal agents
for evaluations, receiving the agents’ answers about the painting, calculating the
true value of the paintings, and informing the agents about this information.
The agents, then, can calculate their errors and act accordingly.

3.2 Frost

The basic trust model includes the answers of the question: how can I trust
agent x for era y? We use this basic model to support single tasks. If there
are n agents and m eras in the environment, there exist n*m model instances
for each agent-era pair. A model instance contains the information of the past
interactions with the agent for a particular era such as the expertise weight,
number of interactions, and so on. At the initialization of the agent, a default
model which has an expertise weight of value 0.5 is created for each agent-era
pair. When an agent is assigned a painting belongs to one era and requests the
opinion of an agent, the corresponding model instance for this agent-era pair is
updated. The expertise weight is increased or decreased based on the appraisal
error of the painting and the number of interactions is increased by one.

Geometric update is used for expertise weights as shown in Figure ??:

1: error = |appraisedV alue− trueV alue|/trueV alue
2: if (1.0− error) < expertise then
3: expertise = penalty ∗ (1− error) + (1− penalty) ∗ expertise
4: else
5: expertise = reward ∗ (1− error) + (1− reward) ∗ expertise
6: end if

Fig. 2. Updating the Expertise Values

Reward and penalty weights can be monitored to obtain the most suitable
strategy. In this study, we prefer to use high penalty weight and low reward
weight. If an agent obtains a better result than its current expertise value which
is defined in the basic trust model, then we increase its expertise weight by
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a small amount. However, if it performs worse, we decrease its expertise by a
higher amount to penalize this agent.

3.3 Modified ART

ART is originally designed and developed for comparing and evaluating different
single dimensional trust models, since agents are expected to provide a single
service, i.e., evaluating a single painting that belongs to a single era. However,
to evaluate trust models for composed services, the environment needs to be
modified so that an agent will be requested to evaluate a composed service. To
facilitate this, we first modified ART Testbed simulator to provide teamwork
environment and then developed an agent that can participate in this new plat-
form.

Simulator Side Modification: The fundamental task in ART domain is ap-
praising the value of a painting, which belongs to exactly one era. This can be
viewed as a single service. However, a composed service consists of several ser-
vices that act in combination and each service is fulfilled by a single provider.
In order to achieve this, we extend the framework so that a composed service
is represented as a painting that belongs to one or more eras. The true cost of
a painting is determined at the creation time of the painting. Each era of the
painting has an effect on the painting’s cost. The effect of each era is represented
with normalized weights whose sum is equal to 1.0. In order to evaluate a paint-
ing, opinions related to all the eras to which the painting belongs need to be
collected. That is, the agent asks the opinion of exactly one agent for each era
of the assigned painting, and then agents, whose opinion are requested for any
era of the painting, become a group and offer a composed service. Each agent in
the group appraises a value for the corresponding era part of the painting.

In the modified ART, the creation process of a painting has three fundamental
steps: determining the number of eras, determining the eras, and determining the
weights of eras, respectively. Our assumption is that a painting may belong to at
least one and at most four eras (out of 10 eras) and the actual number is picked
randomly. Finally, the weights of the eras, whose sum is 1.0, are generated.

In ART domain, each composed service (i.e., painting) is characterized by the
weights of its subtasks. Hence, the weights of corresponding eras for two different
paintings, which belong to the same combination of eras, should be similar to
each other. According to this characterization, the first time a combination of
eras is created, the weights for this combination are determined randomly and
registered in the weights table, which stores the weights of eras for each combi-
nation has been so far. After registration, whenever a painting belonging to an
existing combination of eras is created, the weights of eras for this combination
are taken from the weights table and slightly perturbed (between 0 and 0.05).
This perturbation is decided randomly for the weight of each era. Note that
these weights are only known by the simulator. That is, agents are not aware of
the weights of the eras for a painting.
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These weights have important roles in calculating true values of paintings,
appraised values, and thus error rates in the following ways. After determining
the weights of a painting at the creation time, the simulator generates a true
value for each era part of the painting, and the overall true value of the painting
becomes the weighted sum of these partial true values, by using the weights of
eras. Remember that each agent in the group appraises a value for the corre-
sponding era part of the painting. Overall appraised value is the weighted sum
of the appraised values of agents in the group. Appraisal error of each agent in
the group is calculated for the corresponding era by using the appraised value
of this era part of the painting and the true value of this era part of the paint-
ing. Overall appraisal error is again the weighted sum of these partial appraisal
errors.

Example 3 A painting is created and randomly decided to have three eras:
Era1, Era3 and Era7. Let’s say this is the first time a painting, which belongs to
Era1, Era3 and Era7, is created. In this case, normalized weights of these eras
are generated randomly as the following: 0.45, 0.25, and 0.30, for Era1, Era3,
and Era7 respectively. These weight-era pairs are registered for the combination
of Era1, Era3 and Era7 in the weights table. The next step is the generation
of true values: true values of each era part of the painting are generated with
the same formula with the formula used to generate true value of a painting in
the original ART Testbed. Let’s say true values for the era parts become: 1000,
2000, and 1500 for Era1, Era3, and Era7 respectively. The overall true value is
the weighted sum of partial true values:
(0.45 ∗ 1000) + (0.25 ∗ 2000) + (0.30 ∗ 1500) = 1400

Agents are only informed about the overall appraisal error, overall true value,
and overall appraised value of the assigned painting. That is, an agent learns the
error it made in evaluating a painting, but it does not learn the individual errors
in different era(s). This corresponds to the case that a consumer does not like a
composed service but does not give feedback about which individual parts have
failed. Whereas in original ART Testbed, agents try to find the most suitable
provider for each painting, in modified ART Testbed, agents need to find the
most suitable group of agents for each painting.

Example 4 Continuing from the above example, an agent requests opinions
of a group of agents such that one agent will be responsible from one era of
the painting. Let’s say, appraised values of the agents in the group are 1100,
1980, and 1560 for Era1, Era3, and Era7 respectively. Then the overall relative
appraisal error is weighted sum of partial appraisal errors, and calculated by
weights, partial true values, and partial appraised values:
(0.45 ∗ ((1100− 1000)/1000)) + (0.25 ∗ ((2000− 1980)/2000)) + (0.30 ∗ ((1560−
1500)/1500)) = 0.0545

After some time, if the simulator creates a painting with the same era group
Era1, Era3, Era7, then it considers the weights of this combination from the
weights table and determines the new weights for the current painting: 0.40,
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0.27, and 0.33 for Era1, Era3 and Era7. The weight of Era1 is decreased by 0.05,
the weight of Era3 is increased by 0.02, and the last weight is also increased by
0.03 randomly one by one. The sum of these weights is again 1 and the absolute
rate of difference of the weights of an era in different paintings with the same era
group is at most 0.05. Simulator behaves this way whenever a painting, which
is belong to Era1, Era3 and Era7, is created.

Agent Side Modification: Agents are assigned paintings which belong to one
or more eras in modified ART Testbed. Appraising a value for any era part of
the painting can be thought as a subtask in a composed service. Agents ask the
opinion of one agent for each era of assigned paintings in modified ART. The
total number of opinions asked for a painting is equal to the number of eras
which this painting is belong to.

In the original testbed, when requesting an opinion, an agent asks the opinion
of other agents by sending the era name for which an opinion is requested. In
modified testbed, when requesting an opinion, in addition to the era name for
which an opinion is requested, the agent is informed that it would be involved in
a composed service consisting of a particular era group with a particular group of
agents. All information is included in the opinion request message of the opinion
protocol.

In ART domain, noncooperativeness property is defined as the following: when
the agent is requested its opinion about an era of the painting which is in the
noncooperativeness list of this agent, then this agent will send the worst opinion
creation order to mimic the fact that the agent cannot do well in this composed
service. Actually, non-cooperative behavior emerges due to teamwork effect men-
tioned before.

3.4 Opinion Request Strategy

Opinion request strategy of the agent for a particular painting depends on the
number of eras of the painting. If the number of eras is one, agent uses basic
trust model to find the most suitable agent to request opinion. Otherwise, it uses
the group trust tools to decide the group of agents.

Remember that the basic trust model includes all agent-era pairs. When the
agent is assigned a painting, it selects the most trusted agent for the era of this
painting. The most trusted is measured with a weighted sum of certainty of
agents and the expertise level of agents for the era. The weights of the certainty
and expertise values changes during the game and their sum is 1.0. Actually,
these weights are adaptable parameters and their value depends on the current
timestep. The weight of the expertise is increased by a small amount in certain
timesteps, while the weight of certainty decreases by the same amount directly.
Since, the importance of the agent’s own experiences increases as the number of
experiences increases, the agent with the highest combination of certainty and
expertise value is selected to request opinion.

Finding a trusted group of agents for a painting which belongs to more than
one era is more complicated. There are four alternative strategies: (1) using the
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exact experience which is higher than a certain threshold from the group trust
model instances, (2) using a set of experienced edges of the service graph if
edges with high weights exist in the graph, (3) using inexperienced edges whose
group instances have an expertise value higher than a certain threshold, and
the last alternative is (4) using the basic trust model. The agent pursues these
alternatives one by one in this order. Once it finds a suitable group of agents
in any of the steps, it finalizes the opinion request procedure. In order an agent
to use the first and second strategies, it should have successful past experiences
with the corresponding painting. We explain these strategies next.

First strategy is similar to the strategy used for paintings with one era, but
in this case there is no certainty information of a group. Instead, the agent uses
the expertise values of the group trust models with the same painting type. If
there is an appropriate experience, which is higher than a certain threshold, for
exactly the same painting type, the same group can be used.

Second strategy uses the service graph information, namely the weights of
the edges. If there exists a set of edges whose average is higher than a certain
threshold value, the agent selects these edges, where the union of eras of these
edges’ source nodes is equal to the eras of the assigned painting. Then, the agent
looks at its group trust models to find an appropriate group instance for each
selected edges’ source node. Finding suitable group instances is similar to first
strategy.

Third strategy uses the service graph information, namely the edges of the
graph rather than the weights of the edges. The agent finds all possible edge sets
by using these edges to obtain a final group for the current painting, and then
finds the best groups instances for each possible edge set by looking at its group
trust model instances, that is its past experiences. The edge set, which has the
highest average expertise based on the expertise weights of the group instances,
is selected. If the selected highest expertise is higher than a certain threshold
value, these group instances of the selected edges’ source nodes are used.

If the agent cannot find a group of agents at the end of first three strategies,
it uses the last strategy. In this case, it selects agents one by one for each era
of the painting by using basic trust models without considering any threshold
value, since no alternative strategy remains in this step. This strategy works well
with the agents those have ideal behavior mentioned before.

Note that if the agent uses second or third strategies in the current timestep,
it keeps the selected edges for the corresponding painting to update the edge
weights of service graph at the beginning of the next step, where the appraisal
errors are received from the simulator. Additionally, the agent keeps the group
and painting pairs to update the group trust model at the beginning of the next
step.

3.5 Agent Strategies

We explain the representation of three models, namely basic trust model, group
trust model, service graph model, geometric update procedure, non-cooperative
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behavior of agents, and opinion request strategies so far. In this section, we
present how the game evolves based on the ART Testbed messages:

1. prepareReputationRequests(): The agent doesn’t use reputation information.
Hence, it doesn’t send any reputation request message. Opinion replies are
received in this step, the agent updates basic trust models, group trust mod-
els and the service graph based on the replies.

2. prepareReputationAcceptsandDeclines(): The agent accepts all reputation re-
quests.

3. prepareReputationReplies(): The agent generates reply messages for the agents
that request reputation information based on how the agent modeled the
agent whose reputation information is being asked.

4. prepareCertaintyRequests(): We set a high value for the maximum number
of certainty messages. Though, the agent sends a certainty request for each
era of each assigned painting. The agent prefers to ask certainty especially
from agents whose certainty value is unknown about the related era.

5. prepareCertaintyReplies(): The agent replies the certainty messages accord-
ing to its real expertise value of the related era.

6. prepareOpinionRequests(): The agent uses basic trust model for paintings
with one era. On the other hand, the agent uses group trust models and
service graph for paintings with more than one era.

7. prepareOpinionCreationOrders(): Noncooperativeness property of the agent
emerges in this step. When the agent’s opinion is asked about an era of
a painting which exists in its noncooperativeness list, then agent order an
opinion value of 1 from the simulator via sending a message of type Opin-
ionOrderMsg. If the non-cooperative list doesn’t contain this painting type,
then the agent orders an opinion value of 10.

8. prepareOpinionProviderWeights(): Weights don’t have any effect in group
model setting, since the agent asks one opinion from only one agent for an
era of a painting. This is the only opinion that effects the appraisal of the
painting about particular era. Formally, the agent sends 1 as a weight to the
simulator via WeightMsg.

9. prepareOpinionReplies(): The agent sends messages of type OpinionReplyMsg
by finding the appropriate opinions that are already sent to the simulator.

4 Experimental Results

So far, we have explained how an agent can decide on the trustworthiness of
teams using group trust model. Now, through experiments, we evaluate how
well such an agent can indeed model a team. To understand this, we compare
the performance of the group trust model with the basic trust model. Our agents
are named as GMA (Group Modeling Agents) and the other agents are called
SMA (Single Modeling Agents), respectively.

SMA agents are modeled by excluding the group trust model and service
graph of the GMA agents. SMA agents use exactly the same basic trust model,
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the same opinion request strategy for paintings with one era, same adaptable
parameters, same reward and penalty weights in the update procedure with
the GMA agents. The only difference is that when requesting an opinion, SMA
agents select agents to request opinion one by one for each era of the painting
by using basic trust model.

In addition to SMA agent, we use honest agents, which randomly select
the agents to request opinion from. Our experimental setup contains 9 agents:
3 GMA agents, 3 SMA agents and 3 honest agents in the environment. All
agents have noncooperativeness behavior and the same noncooperativeness level
is used for these agents. The game continues 100 timesteps. We have repeated
our experiments with larger populations and our results are similar.

Threshold parameter values used in strategy (1), (2) and (3) are adapted by
the agents during the game based on the current timestep. Different threshold
parameters are used for these strategies. The expertise weights of group trust
models and the weights of the service graph are expected to increase for better
groups during the game. Thus, an agent increases the threshold values by a small
amount in certain periods.

Example 5 For group trust models, threshold values are adapted as shown in
Figure ??.

1: if currentT imestep < 10 then
2: threshold = 0.50
3: else if currentT imestep < 20 then
4: threshold = 0.55
5: else if currentT imestep < 30 then
6: threshold = 0.60
7: else if currentT imestep < 40 then
8: threshold = 0.65
9: else if currentT imestep < 50 then

10: threshold = 0.70
11: else if currentT imestep < 60 then
12: threshold = 0.75
13: else
14: threshold = 0.80
15: end if

Fig. 3. Adapting the Threshold Values

We compare GMA and SMA agents based on their bank balances and the
behavior of their final bank balances with respect to changing noncooperative-
ness level. GMA agents considerably outperform SMA agents by using group
trust modeling tools. Note that honest agents are not represented in the graphs
because they behave randomly and have no strategy.

39



 0

 20000

 40000

 60000

 80000

 100000

 120000

 140000

 160000

 180000

 0  10  20  30  40  50  60  70  80  90  100

A
ve

ra
ge

 B
an

k 
B

al
an

ce
 (

G
ro

up
 E

nv
iro

nm
en

t)

Timestep

Group Modeling Agents
Single Modeling Agents

Fig. 4. Bank Balances of GMA vs. SMA

Figure ?? depicts the bank balances of GMA and SMA agents with nonco-
operativeness value of 0.3. This setting is run 50 times and the average value
of bank balance are used in the graph. Accordingly, for each run average bank
balances of GMA agents and SMA agents for each timestep are used.
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Fig. 5. Noncooperativeness level vs. Final Bank Balances

In Figure ??, final bank balances of GMA and SMA agents with respect to
different noncooperativeness levels are shown. For small values of noncoopera-
tiveness level, the difference between the bank balances of GMA and SMA agents
has the largest values. This difference decreases as the noncooperativeness level
increases and the cooperativeness level of the agents decreases. Decreasing coop-
erativeness means that agents, from which opinions are requested, send opinions

40



properly for very limited set of paintings and they choose not to cooperate for
most of the paintings in the environment. Hence, GMA agents start to misclassify
groups as noncooperativeness level increases.

On the other hand, SMA agents cannot handle even the smaller noncooper-
ativeness levels. Since they just use basic trust models, they assume that agent
behave the same way for any environment and for any painting. However, since
agents behave noncooperatively with different paintings, projection of their be-
havior to teams is not always successful. Another important result is that higher
noncooperativeness levels produce higher bank balances. Remember that non-
cooperative behavior is paying the smallest amount to the simulator via opinion
creation order in ART domain. Hence, as the noncooperativeness level increases,
opinion costs (the amount paid by the opinion provider to generate the opinion)
decrease, and provider agents save their money.

5 Discussion

Most approaches to trust model consider a single agent and predict its trustwor-
thiness accordingly. However, in many real-life settings, an agent has to interact
with a group of agents to receive a composed service. This paper proposes a
group trust model to understand the behavior of such teams that carry out a
composed service.

Barber [?] presents a trust-based mechanism for team formation problem
where agents selectively pursue partners of varying trustworthiness in a market-
based environment, where a job consists of multiple subtasks and agents have
different skills which correspond to subtasks. A certain percentage of the agents
are randomly selected as contractors at each round and they decide to continue
their current job or a new job, which turns to establish teams to work on their
new job, by using a greedy heuristic. Candidate members of the team have
different tendencies towards completing an assigned task. Results show that an
agent may utilize better by selecting less trustworthy partners with comparison
to more trustworthy partners. In contrast to our group trust model, this study
proposed a trust model with the aspect of the participants of teamwork, the
agents are modeled individually based on the tendency to complete a subtask
and considers subtasks requiring different number of rounds to complete, and
maximizing the profit. The behavior of the agents in the team doesn’t differ
based on the team or teamwork, instead they have certain characteristics to
continue or leave their current job based on maximizing their profit.

TRAVOS [?] is a probabilistic trust model that considers both trust and
reputation in order to handle the possibility of inaccurate reputation informa-
tion. Self-interested agents may betray the trust by not performing the requested
action as required. In TRAVOS, trust is calculated using probability theory be-
tween agents considering the past interactions. Whenever there is little or no
interaction with an agent, the agent uses the reputation information gathered
from third parties. This study especially handles the possibility of inaccurate
reputation information based on the interactions with the agent whom requests
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the reputation information. However, TRAVOS does not provide a modeling
mechanism to evaluate teamwork.

Another solution [?] is developed by using Bayesian approach and deals with
the sequential decision making problem of agents operating in computational
economies. It allows agents to incorporate different trust priors and explore
optimally with respect to their beliefs when choosing potential service or in-
formation providers. The trustworthiness of the agents in the environment is
uncertain. A generic Bayesian Reinforcement Learning algorithm is applied to
the exploration-exploitation problem where agents decide whether to keep in-
teracting with the same ”trusted” agents or keep experimenting by trying other
agents with whom they haven’t had much interaction so far. This algorithm
considers the expected value of perfect information of an agent’s actions to take
optimal sequential decisions; it’s applied to the ART Testbed scenario.

The proposed solution in Blizzard [?] is an action-based approach for mod-
eling the environment; and it is also developed in ART Testbed. Blizzard dif-
fers from traditional agent-based trust models by modeling actions of the agent
and their effect on the environment instead of models all agents individually.
Q-learning method which originally deals with actions and states is used by re-
moving state mapping since there is no state info in ART. Three versions of
the Blizzard is developed and compared with Frost agent which is an agent-
based trust model in the evaluation part, and it dramatically outperforms the
agent-based approaches during evaluations.
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Abstract. Most of current service selection approaches in service-oriented
environments fail to capture the dynamic relationships between services
or assume the complete knowledge of service composition is known as a
prior. In these cases, problems may arise when consumers are not aware
of the underlying composition behind services. We propose a distributed
trust-aware service selection model based on a Bayesian network for con-
sumers to maintain their knowledge of the environment locally. Results
show our model can punish and reward services in terms of QoS prop-
erties accurately with incomplete observations so that consumers can
prevent themselves from interacting services with unsatisfying QoS.

1 Introduction

In service-oriented computing environments, computing resources are managed
as services, which can be used directly or composed into larger services. Service-
oriented architecture has been widely adopted in modern distributed environ-
ments, such as for cloud computing. We address the problem of selecting services
based on criteria such as user requirements and service qualities.

The dynamism of quality of service (QoS) is the first challenge of service se-
lection. For example, the number of requests to a shopping service is much higher
in the holiday sale season than usual. Traditional approaches, for example, Web

Service Definition Language or WSDL, describe the functionalities of services
statically for users to match services to their needs. However, These approaches
lack capabilities of capturing the non-functional aspect of services.

The research on trust modeling in artificial intelligence provides us with a
promising solution to service selection. Trust is a basis of interactions, indicating
the relationships between parties in large, open systems. Two parties must trust
each other sufficiently to be willing to carry out desired interactions. In service-
oriented context, a party Alice trusts another party Bob, because Alice expects
Bob will provide desired service under the expected QoS. The trustworthiness
of the parties can be defined by both functional and non-functional properties.
Selecting desired services based on trust is called trust aware service selection.

Maximilien and Singh [1] develop a trust-aware approach to select services
based on well-defined ontologies that provide a basis for describing consumers’
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requirements and providers’ advertisements. Their approach also captures the
dynamism by taking QoS properties into account. However, the other aspect
of dynamism comes from service composition. Unfortunately, Maximilien and
Singh’s approach fails to take service composition into consideration. Services
may be composed into larger services. The underlying services of composed ser-
vices may not be shown externally to the consumers. Service composition can be
divided into many scenarios [2] and these scenarios can be nested. This makes
QoS properties difficult to collect and evaluate. Consequently, our service selec-
tion is more complicated than selection without considering compositions be-
cause the consumers may not even know with whom they are interacting.

An ideal trust aware service selection should be able to (1) reward/punish
underlying services in an appropriate way so that consumers and composed
services will become reluctant to interact with low reputation services, and (2)
suggest suitable composition.

This paper aims to provide a trust aware service selection model that can
capture the dynamism from not only non-functional QoS properties but also
service composition in service-oriented environments. We formalize a Bayesian
service selection model, develop approaches for consumers to monitor and explore
desired service composition. In this paper, we will show that how our approach
rewards/punishes the services dynamically with incomplete knowledge of the
composition. The suggestion of better service composition will be left as one of
our future work.

2 Related Work

Milanovic and Malek [3] compare various modern web service composition ap-
proaches. They also conclude four necessary requirements for service compo-
sition: connectivity, nonfunctional QoS properties, correctness, and scalability.
However, these approaches poorly define QoS properties. Our approach deals
with QoS properties separately. No QoS properties are pre-defined.

Menascé [2] studies how QoS properties are aggregated in different service
composition scenarios. However, this approach requires the knowledge of the
composition. For example, service A invokes service B, which may invoke C and
D with probability pc and pd. This information is not always available because
of two reasons. First, the providers have no incentive to give such information.
Second, modeling the invocation probabilities is not trivial. By contrast, our
service composition model makes no assumptions. Our approach monitors and
explores the desired services dynamically.

Wu et al. [4] use Bayesian networks to model a consumer’s assessment of
a service’s QoS. Their approach provides consumers to combine different QoS
attributes. Our model uses Bayesian networks to model service composition to
evaluate the QoS properties of the composed services. Instead of combining these
properties based on the trustworthiness of each QoS property, we may use mul-

tiattribute utility theory for decision making, which is beyond our scope.
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Yue et al.’s approach is the closest work to ours. Yue et al. [5] propose a
Bayesian network-based approach to model the causal relationships between el-
ementary services. Their approach construct a web service Bayesian networks
(WSBN) based on the invocations between the services. Then the service com-
position guidance can be made from the Markov Blanket of a given service.
However, this approach fails to consider the dynamism because the guidance
remains unchanged if the causal relationships are fixed. Our model captures the
dynamism by updating the Bayesian network, which will eventually affect the
trustworthiness of a service.

3 Service Selection Model

We propose a trust-aware service selection model based on a Bayesian network.
We represent trust based on the beta distribution, which can be integrated with
Wang and Singh’s model [6, 7]. The trustworthiness of services should be esti-
mated based on both direct and indirect experience. Direct experience is referred
to the previous quality of service received from the target, whereas indirect ex-
perience comes from referrals by peers. To model trust from indirect experience,
which can be found in [8], is beyond our scope.

Estimating trust from direct experience is not straightforward in a service
composition setting, because some services may not expose details of their com-
position to their clients directly. A client may interact with a composed service
without knowing other underlying services. In such a case, evaluating the trust-
worthiness of services is no longer an easy task. For example, a client books an
itinerary from a composed travel agent service, which interacts with other un-
derlying services like flight services, hotel services, and transportation services.
Suppose the client is not satisfied with the composed service because of its late
response time. The model should penalize the composed service, as well as the
underlying ones. If the hotel service, for instance, is reported to be the cause of
unsatisfying QoS, the model should reflect the changes in the way that clients or
other composed services become reluctant to interact with it. Also, as the expe-
rience increases, the model should be able to suggest appropriate composition.

Our service selection method models causal relationships between services
with a Bayesian network. Each consumer maintains its own local model to guide
itself to reward or penalize services based on direct interactions. The trust in-
formation can be also aggregated with referrals from other consumers. Figure 1
shows the architecture of our trust-aware service selection model. Our model is
two-fold. First, a consumer keeps interacting with the services, constructs and
updates its local service composition model, and get composition suggestions
from the model. Second, consumers may exchange referrals with each other.
This indirect evidence can be aggregated with the trust information in our ser-
vice selection model, helping consumers discover strangers and identify desired
services more quickly. The integration of the indirect evidence is our future work.
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Fig. 1. Trustworthy service selection architecture

3.1 Bayesian Networks

The purpose of modeling service composition is to model how a certain QoS
property of a component service can affect the whole composition. For example,
the reliability of a composed travel service may be affected by the reliability
of the underlying hotel service and flight service. If the underlying service is
not reliable, the composed service is very likely not reliable either. Thus, the
composition model should be able to not only represent the relationships be-
tween (composed) services, but also capture the causal factors between them.
Of course, QoS properties of underlying services may not have influence on the
composed services. For example, the reliability of the composed service may stay
the same no matter how a particular underlying service performs. In other words,
the trustworthiness regarding the reliability of the composed service should not
correspond to the trustworthiness of that underlying service.

We introduce a Bayesian network-based service selection model, which can be
constructed from the incomplete observations (direct experience) of a consumer.
Here, we emphasize incomplete observations because not all QoS properties are
observable from the consumers’ point of view. An observation of a particular
QoS property of a service d at time t can be represented as a number xt

d be-
tween 0 and 1. Some QoS properties, say, error, can be simply considered as
positive 1 or negative 0. Other quantitative QoS properties like up-time should
be further projected to an real number from 0 to 1. An observation Dt of the
whole composition at time t can be written as Dt = (xt

1, x
t
2, . . . , x

t
d), where d is

the number of services in the composition.

A Bayesian network is an acyclic directed graph G = 〈V, R〉 with random
variables V as nodes, and edges R as the direct relationships between variables.
A conditional probability associated to each node represents the probability of
the node variable given its parent variable value. Let each node in the Bayesian
network be the probability of getting good service (in terms of a particular QoS
property) captured from a composed or elementary service. An edge represents
the relationship of composition. For example, in Figure 2, a composed hotel
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service H is composed of Four Season hotel service f , i.e., f is a child of H . Then
the conditional probability of node H is the probability of getting good service
in terms of a particular QoS property from H , given f provides good service. T ,
a travel service, is composed of composed hotel and car rental services H and
C, which is also a composed service composed of Enterprise car service e.

T

H

ef

C

Fig. 2. Service composition example

The Bayesian network models the causal relationships between services. The
conditional probability table associated with each node provides consumers a ba-
sis of how much responsibility an underlying service should take behind a service
composition. The network can be constructed and the conditional probabilities
can be learned from the consumers’ direct experience.

3.2 Parameter (Trust) Estimation

Given an acyclic Bayesian network graph G over d variables, x1, x2, . . . xd, the
associated joint distribution is written as

P (x1, . . . , xd) =

d∏

i=1

P (xi|xpai
) =

d∏

i=1

θi (1)

The conditional probability P (xi|xpai
) = θi can be estimated by n observa-

tions, D = {(xt
1, . . . , x

t
d), t = 1, . . . , n}, where xpai

is the set of parent variables
of xi. In fully observable environments, θi can be learned from the observed data
by maximum likelihood estimation (MLE) [9].

In our model, each variable θi represents the probability of getting a good
service from xi given getting a good service from xpai

. The likelihood function
can be then defined as [10],

P (D|θ) =

n∏

t=1

P (xt
1, . . . , x

t
d|θ) (2)
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=

n∏

t=1

d∏

i=1

θi (3)

=

d∏

i=1

∏

xi,xpai

θ
n(xi,xpai

)

i (4)

=

d∏

i=1

θmi

i (1 − θi)
li (5)

where n(xi, xpai
) is the number of observations that satisfy the variable set-

ting, and mi = n(xi, xpai
) and li = n(xpai

) − mi. Then, the parameters that

maximize the likelihood is θ̂i = mi

mi+li
.

3.3 Bayesian Inference

Note that, when the number of observations is small, MLE may yield over-fitted
results. Consider an extreme case where xt

i = 1 for t = 1, . . . , n. The parameter

θ̂i maximizing the likelihood is 1, which is not reasonable. Thus, we use Bayesian

inference to treat this problem by introducing a beta distribution P (θi) over the
parameter θi as a conjugacy prior.

P (θi) =
Γ (αi + βi)

Γ (αi)Γ (βi)
θαi−1

i (1 − θi)
βi−1 (6)

where αi and βi are hyperparameters controlling the distribution of param-
eter θi. The expected value or mean of θi is given by E(θi) = αi

αi+βi
. Bayesian

inference uses observations to update the prior. The parameters θi can be learned
using Bayes rule.

P (θi|D) =
P (D|θi)P (θi)

P (D)
(7)

That is, the posterior distribution P (θi|D) is propositional to the multipli-
cation of the prior P (θi) and the likelihood function P (D|θi). Now we can put
equations 5, 6, and 7 together and normalize it,

P (θi|D) =
Γ (mi + αi + li + βi)

Γ (mi + αi)Γ (li + βi)
θm+αi−1

i (1 − θi)
li+βi−1 (8)

Note that the posterior distribution is also a beta distribution. Here we as-
sume the values of xi are independent of θi, i.e., P (D|θi) = θi. Then the pre-
dictive distribution of xi given the observations D is defined by the mean of θi

given the observations D.

P (xi|D) =

∫ 1

0

P (xi|θi)P (θi|D)dθi (9)
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=

∫ 1

0

θiP (θi|D)dθi (10)

= E(θi|D) (11)

=
mi + αi

mi + αi + li + βi

(12)

3.4 Dealing with Incomplete Data using Expectation Maximization

In service-oriented settings, some variables may not be observable, which means
data is incomplete. In this case, we can use expectation maximization (EM)
algorithm to calculate a optimal parameter estimation [11, 12].

The idea is that, since some variables are not observable, we can consider
those variables without data as latent variables and calculate the expected values
of those variables. Let Dobserved and Dmissing be the observed and missing data,
respectively. Then probabilistic inference can be used to infer P (xt

i|Dobserved, θt
i),

where xt
i ∈ Dmissing and θt

i is the current parameter estimation. We can complete
the counts (i.e., mi and li) by P (xt

i|Dobserved, θt
i). This is called the E step

of EM algorithm. For example, suppose there is a composed travel service T ,
which is composed of an underlying hotel service h. If a consumer observes T

has reliability 1 at timestep t (i.e., xt
T = 1) but does not observes the reliability

of h, then we can use the expected reliability of h, which is P (h = 1, T = 1),
as the observation (i.e., xt

h = P (h = 1, T = 1)). The completed data, i.e.,
(xt

T , xt
h) = (1, P (h = 1, T = 1)), can be used as the observations in the M

step to update parameter estimation by Bayesian inference. The new parameter
estimation of θt+1

i can be calculated by the posterior mean of θt
i . The E and M

steps are executed iteratively until the convergence of the estimation. This EM
process, which can be viewed as a sequential (on-line) learning method, can be
repeated whenever the consumer has new observations.

3.5 Example

We can implement a sequential approach to construct and learn the service com-
position model from observations. Take the scenario in Figure 2 as an example,
Table 1 shows the incomplete observations from a consumer in terms of response
time. In the first observation, the consumer interacts with hotel service H with
a satisfying response time. The consumer is also aware of the existing under-
lying Four Season hotel service f and its good response time. In the second
observation, the consumer interacts with the car rental service C but with a bad
response time. This time the consumer is not aware of any underlying services
behind C. In the third observation, the consumer directly interacts with the
travel service T with positive experience. It also realizes the presence of the two
underlying services H and C. Service H is reported good, whereas service C is
reported bad. Service C further reports the bad response time is caused by its
underlying Enterprise service e.

Table 2 show the parameters estimation using Bayesian inference. The pa-
rameters are represented as a pair of hyperparameters αi, βi of the corresponding
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t xt

f
xt

e
xt

H
xt

C
xt

T

1 1 1
2 (0.67) (0.61) 0
3 (0.67) 0 1 0 1

Table 1. An example of observation from a consumer’s experience

beta distribution. The numbers in the parentheses in Table 1 are the inferred
counts to complete the missing data in E step. For example, n(x2

f = 1) =

E(θ1
f ) =

α1

f

α1

f
+β1

f

= 0.67. Then n(x2
H = 1) can be inferred by

n(x2
H = 1) = n(x2

H = 1|x2
f = 1) + n(x2

H = 1|x2
f = 0) (13)

= P (x2
H = 1|x2

f = 1)P (x2
f = 1) + P (x2

H = 1|x2
f = 0)P (x2

f = 0)(14)

= 0.5 × 0.33 + 0.67 × 0.67 = 0.61 (15)

Then the completed data can be used to update the parameter estimation.
For example, the new estimation θ2

H (including θ2
H|f=0 and θ2

H|f=1) is given by

(α2
H|f=1, β

2
H|f=1) (16)

= (α1
H|f=1 + n(x2

H = 1, x2
f = 1), β1

H|f=1 + n(x2
H = 0, x2

f = 1)) (17)

= (2 + P (x2
H = 1|x2

f = 1) × x2
f , 1 + P (x2

H = 0|x2
f = 1) × x2

f ) (18)

= (2.44, 1.22) (19)

(α2
H|f=0, β

2
H|f=0) (20)

= (α1
H|f=0 + n(x2

H = 1, x2
f = 0), β1

H|f=0 + n(x2
H = 0, x2

f = 0)) (21)

= (1 + P (x2
H = 1|x2

f = 0) × (1 − x2
f ), 1 + P (x2

H = 0|x2
f = 0) × (1 − x2

f ))(22)

= (1.17, 1.17) (23)

t θt

f
θt

e
θt

H|f=0
θt

H|f=1
θt

C|e=0
θt

C|e=1

0 (1,1) (1,1) (1,1)
1 (2,1) (1,1) (2,1) (1,1)
2 (2.67,1.33) (1,1) (1.17,1.17) (2.44,1.22) (1,2) (1,2)
3 (3.33,1.67) (1,2) (1.5,1.17) (3.11,1.22) (1,3) (1,2)

Table 2. The parameter estimation based on the observations
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Note that some parameters may not exist until particular observation because
the consumer is not aware of the corresponding random variables. For example,
service C does not exist until the second observation. The conditional depen-
dencies may change because some underlying services may not be discovered in
the first place. For example, θ1

C|e=0 actually means θ1
C in the first observation

because service e does not exist. However, θ2
C changes to θ2

C|e=0 and θ2
C|e=1 is

initialized because service e and the dependency on service C are discovered in
the third observation. In these cases, the Bayesian network is updated at the
same time to reflect new discovery.

4 Evaluation

bbadabadagood bgood

Cgood Cbad

(a) (b)

Fig. 3. Two basic experiment scenarios

4.1 Service Selection with Missing Data

Now we evaluate our trust aware service selection model by showing it can
reward/punish underlying services in an appropriate way so that consumers and
composed services will become reluctant to interact with low reputation services.
Two basic scenarios are considered as shown in Figure 3. Shaded nodes represent
bad services, which provides unsatisfiable QoS with high probability 0.8, whereas
good services provide 80% satisfying QoS. To enable our service composition
assumption that underlying services may not be exposed to the consumer, we
introduce δ as the percentage of missing data. In each scenario, the consumer
interacts with the composed service for d times. Each time the composed service
may report the QoS metric of each of its underlying service with independent
probability δ. The service selection model is updated sequentially. We measure
the quality of the estimation by root mean square error (RMS). We also show
how the trust (i.e., parameter θ) in services changes over time, and how the
performance of underlying services affect the composed services and the whole
composition by comparing the parameter θ and the joint probability.

Figure 4 shows the error of trust in agood service in the first experiment
scenario for 20% and 40% missing data (i.e., δ = 0.2 or 0.4). The total number
of observations d is 100. The trust learned from 40% missing data captures
agood’s behavior more slowly than the one learned from 20% missing data. Also,
other results show that our approach successfully reward or punish underlying
services based on incomplete observations. For example, with δ = 0.4, P (Cgood =
1|abad = 0) and P (Cgood = 1|agood = 1) are 0.78 and 0.76, respectively. P (Cbad =

51



10

1|bgood = 1) and P (Cbad = 1|bbad = 0) are 0.12 and 0.13, respectively. This result
indicates our model correctly evaluates underlying services with 40% missing
data, regardless of the goodness or badness of the composed service.
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Fig. 4. Error of trust in agood for 20% and 40% missing data

4.2 Service Selection with Dynamic Service Providers
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Fig. 5. Tracking a random walk service for different percentages of missing data

Our second evaluation examines the ability of tracking the dynamic behavior
of services. We introduce two behavior profiles: random walk and damping. The
random walk profile models the general predictable behavior. The random walk
service changes behavior every certain period. Its current behavior xt depends
on the previous behavior xt−1, defined as xt = xt−1 + γU(−1, 1), where γ is a
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real number between 0 and 1, and U(−1, 1) represents the uniform distribution
from −1 to 1. In our settings, the random walk service changes behavior every
ten timesteps, and γ = 0.8. The damping profile models the service who turns
bad once its reputation is built. Its behavior is defined as xt = 1 when t ≤ T ,
and xt = 0 otherwise, where T is the total number of timesteps. Additionally, a
discount factor φ is used when we calculate posterior distribution in Equation 7,
which becomes P (xi|D) = mi+φαi

mi+φαi+li+φβi

. The discount factor is a common idea
in trust and reputation systems. The estimate reflects the overall behavior if it
is high; otherwise, the estimate depends more on the recent behavior. The study
of the effect of the discount factor can be found in [13]. Here we set φ = 0.6.

Figure 5 shows how our trust values track the actual behavior of the random
walk service with 0% and 40% missing data. The result shows our approach
captures the dynamism of the random walk service, although the missing data
does slow down the convergence. Figure 6 shows the similar result of tracking
damping service.
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Fig. 6. Tracking a damping service for different percentages of missing data

5 Conclusion

This paper present a trust-aware service selection model in service-oriented envi-
ronments. The model is built on a Bayesian network to capture the relationships
between services. The trust information, which can be integrated with our pre-
vious trust model, is learned sequentially from both direct observations and
indirect evidence in terms of QoS properties. The main feature of this model is
it can deal with incomplete observations, which is as a result of the fact that
the underlying services behind service composition may not be observable. Con-
sumers maintain its own knowledge of the environment locally and exchange
information each other. Our model rewards services with good QoS metrics and
punishes those with bad metrics in the way that consumers will be reluctant to
interact with services with low reputation.

Our future work is to refine and enhance an existing QoS ontology from [1]
to fit it into our approach. This ontology will be able to capture SLAs as well as
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the requirements of consumers and advertisements from services regarding SLAs.
Both domain-independent and domain-specific QoS properties can be defined in
our ontology. Thus, we can further evaluate the QoS properties by comparing the
QoS metrics and SLAs, and the sociability of referrers by our trust framework.
Knowing the sociability can yield more accurate trust information from referrals.
We will study how referrals improve the convergence of trust estimation. We will
also apply multiattribute utility theory for decision-making, based on the trust
information. Finally, the EM-based parameter estimation in our model can be
upgraded to Structural EM [14], which can not only learn the trust information
but also the graph structure. The learned structure can be used as a suggestion
of service composition.
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Abstract. Among the several categories of trust models, cognitive models have
important features. Initially these models were only informally defined, but for-
malizations were recently proposed. The concepts of the models are thus suffi-
ciently well defined to be implemented and evaluated. In this paper, the cogni-
tive trust model proposed by Castelfranchi and Falcone is integrated into a BDI
(belief, desire, intention) agent architecture and implemented with the Jason pro-
gramming language. The ART testbed scenario is then used to experiment and
evaluate both the model and the implementation.

1 Introduction

The concept of trust is important for recent application domains where agent technolo-
gies are relevant, such as information retrieval, e-commerce, and peer-to-peer systems.
It has been in the focus of many research projects during the last few years, and many
theoretical models and systems have been developed. One of the most prominent the-
oretical model is the cognitive model of trust proposed by [2], henceforth abbreviated
C&F. Their informal definition of trust is formulated as an individual belief about some
properties of the trustee.

In this paper we develop further this approach, with the aim of bridging the gap be-
tween C&F’s cognitive theory and computational models. A first formalisation of C&F
trust is proposed in [7], where the definition is refined step by step into more primitive
concepts, namely actions, agency, preference and choice (Section 2 briefly presents this
formalisation). We here evaluate this definition by means of the ART scenario, which
is commonly used as a testbed for trust models (Section 3). We first present an imple-
mentation of the C&F definition in a BDI (belief, desire, intention) agent programming
language (Section 4). The implementation of that conceptualisation of trust is suitable
for such languages since both rely on the same concepts such as beliefs and goals. Be-
sides showing that an agent equipped with the C&F concept of trust performs quite well
against other agents of the ART testbed, an important result is that all the trustee’s prop-
erties included in the C&F definition of trust is shown to be useful in the experiments
(Section 5).

? The first two authors are financed by the ANR Project ForTrust (ANR-06-SETI-006)
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2 Trust Definition

According to C&F, trust has four ingredients: a truster i, a trustee j, an action α of j,
and a goal ϕ of i.3 C&F provide a definition of trust which is based on four primitive
concepts: capability, intention, power, and goal. In their definition, “i trusts j to do α in
order to achieve ϕ” if and only if:

1. i has the goal ϕ;
2. i believes j is capable to do α;
3. i believes j has the power to achieve ϕ by doing α;
4. i believes j intends to do α.

For example, when i trusts j to send product P in view of satisfying i’s goal of possess-
ing P then (1) i wants to possess P , (2) i believes that j is capable to send P , (3) that
j’s sending P will result in i possessing P , and (4) that j has the intention to send P .
C&F stress the importance of the goal component: it makes no sense to say that I trust
j to do α when α is completely irrelevant for my goals.

In [7] this concept was detailed in two types: occurrent trust and dispositional trust.
In the former case, the truster has a certain goal and believes that the trustee is going
to act here and now in such a way that its goal will be achieved. In the latter case, the
truster thinks to be possible that it will have a certain goal in the future and believes,
whenever it will have such a goal, the trustee will act in such a way that the goal will be
achieved. In this paper only the former type of trust is considered, and it is defined by:

OccTrust(i, j, α, ϕ) def= Goal(i, ϕ) ∧
Believes(i,OccCap(j, α)) ∧
Believes(i,OccPower(j, α, ϕ)) ∧
Believes(i,OccIntends(j, α))

(1)

2.1 The underlying BDI logic

The definition of occurrent trust presented in the previous section has been initially
formalised in [10], where a modal logic for reasoning about trust in multi-agent system
has been proposed. This logic enables us to specify the five predicates for belief, goal,
capability, intention and power on the right hand side of the definition of occurrent
trust (definition (1)), namely the predicates Goal , Believes , OccCap, OccPower and
OccIntends . The proposed logic (called L) is a multimodal logic which combines the
expressiveness of dynamic logic [6] with the expressiveness of a so-called BDI logic of
agents’ mental attitudes (see [4] for instance).

It is not the aim of this work to discuss the precise semantics of the modal operators
of the logic L. We just present them in an informal way in order to help the reader to
understand the relationship between the logical specification of our trust model and its
implementation in the Jason architecture.4

3 We use α to denote actions and ϕ to denote goals.
4 See [10] for an analysis of the semantics of these operators, their relationships, and their cor-

respondence with the structural conditions on the models of the logic L.
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The syntactic primitives of the logic L are the following: countable sets of atomic
formulas ATM = {p, q, . . .}, agents AGT = {i, j, . . .} and actions ACT =
{a, b, . . .}. The language of L is the set of formulas defined by the following BNF:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | Afteri:α ϕ | Doesi:α ϕ | Beli ϕ | Prefi ϕ
where p ranges overATM , α ranges overACT and i ranges overAGT . Thus, the logic
L has four types of normal modal operators:5 Beli , Prefi , Doesi:α , and Afteri:α .

These operators have the following intuitive meaning. Beli ϕ: the agent i believes
that ϕ; Afteri:α ϕ: after agent i does α, it is the case that ϕ (Afteri:α⊥ is read: agent
i cannot do action α); Doesi:α ϕ: agent i is going to do α and ϕ will be true afterward
(Doesi:α> is read: agent i is going to do α); Prefi ϕ: agent i prefers that ϕ holds.

Operators for actions of type Afteri:α and Doesi:α are normal modal operators
satisfying the axioms and rules of inference of system K [3]. Operators of type Beli ϕ
are just standard doxastic operators satisfying the axioms and rules of inference of sys-
tem KD45. Therefore, positive and negative introspection over beliefs is supposed, and
it is assumed that an agent cannot have inconsistent beliefs. Finally, operators of type
Prefi are used to express an agent’s binary preference. These are similar to Cohen &
Levesque’s operators [4]. It is supposed that every operator Prefi satisfies the axioms
and rules of inference of system KD, that is, it is assumed that an agent cannot have
conflicting preferences (i.e. an agent cannot prefer ϕ and ¬ϕ at the same time).

The most important relationships between the four types of operators are expressed
by the following logical axioms.

Active:
∨
i∈AGT ,α∈ACT Doesi:α>

IncAct,PAct: Doesi:α ϕ→ ¬Afteri:α ¬ϕ
IntAct1: (¬Afteri:α⊥ ∧ Prefi Doesi:α>)→ Doesi:α>
IntAct2: Doesi:α> → Prefi Doesi:α>

Axiom Active ensures that the world is never static, i.e. at every moment there exists an
agent i and action α such that i performs α. This is the reason why the operator X for
next of LTL (linear temporal logic) can be defined as follows:
Xϕ

def=
∨
i∈AGT ,α∈ACT Doesi:α ϕ. According to IncAct,PAct, if i is going to do α

and ϕ will be true afterward, then it is not the case that ¬ϕ will be true after i does α.
Axioms IntAct1 and IntAct2 relate preferences with actions. Note that ¬Doesi:α ϕ→
Afteri:α ¬ϕ is not valid. According to IntAct1, if i has the preference to perform
action α and can do action α then, i is going to do α. According to IntAct2, an agent is
going to do action α only if it has the preference to perform action α: an agent’s doing
is by definition intentional. Similar axioms have been studied in [11] in which a logical
model of the relationships between intention and action performance is proposed.

2.2 The logical definition of trust

The five predicates on the right hand side of the definition of occurrent trust (defini-
tion (1)) can be specified in the logic L as follows:

5 We here typographically distinguish the informal predicates Goal , Believes , OccCap,
OccPower and OccIntends in the definition of occurrent trust from the modal operators
of the logic L written in typewriter font.
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Believes(i, ϕ) def= Beli ϕ

Goal(i, ϕ) def= Prefi Xϕ

OccCap(i, α) def= ¬Afteri:α⊥
OccPower(i, α, ϕ) def= Afteri:α ϕ

OccIntends(i, α) def= Prefi Doesi:α>

Thus, agent i has the goal that ϕ, if and only if i prefers ϕ to be true in the next state; i
has the capability to do α if and only if, i can do α (i.e. at the actual world there exists
a possible occurrence of α performed by i); i intends to do α if and only if, i prefers to
do α.

It is worth noting that, from Axioms IntAct1, IntAct2, and IncAct,PAct it follows
that the following logical equivalence is a theorem of the logic L: (¬Afteri:α⊥ ∧
Prefi Doesi:α>) ↔ Doesi:α>. Therefore, i’s occurrent capability and i’s occurrent
intention to perform action α are together equivalent to the fact that i performs action
α, that is:

(OccCap(i, α) ∧OccIntends(i, α))↔ Doesi:α> (2)

This is the reason why the definition of occurrent trust given in the previous section can
be simplified as follows:

OccTrust(i, j, α, ϕ) def= Goal(i, ϕ) ∧
Believes(i,OccAct(j, α)) ∧
Believes(i,OccPower(j, α, ϕ))

(3)

where OccAct is a predicate used to express action occurrence defined by:
OccAct(j, α) def= Doesj:α>.

This formalisation of occurrent trust expresses a fundamental aspect of the trust
concept, namely the fact that the truster has a goal that ϕ and believes that the trustee is
going to ensure ϕ by performing action α.

2.3 From binary trust to graded trust

In a recent extension of the previous logic of trust [9], the authors moved from bi-
nary trust (i.e. either i trusts j or does not) to graded trust (i.e. agent i trusts agent j
with a certain strength x). To this aim, the doxastic operators of the form Beli were
generalised to normal operators for graded beliefs of the form Belxi where i ∈ AGT
and x ∈ [0, 1]. A formula Belxi ϕ means: agent i believes ϕ at least with strength x.
Therefore Bel1

i ϕ = Beli ϕ.
At the semantic level, every operator Belxi is interpreted according to a correspond-

ing accessibility relation Rxi over possible worlds w,w′, .... It is supposed that, given
two possible worlds w and w′, if x > y then Ryi ⊆ Rxi . Thus, for every agent i, the
accessibility relations in {Rxi |x ∈ [0, 1]} induce a so-called system of spheres [8]. This
constraint on the accessibility relations Rxi corresponds to the following logical axiom:

IncBel Belxi ϕ→ Belyi ϕ

58



That is, if x > y and i believes ϕ at least with strength x then i also believes ϕ at least
with strength y. More generally, the logic of graded beliefs validates:

(Belx1
i ϕ1 ∧ ... ∧ Belxm

i ϕm)→ Bel
min(x1...,xm)
i (ϕ1 ∧ ... ∧ ϕm)

Such operators of graded belief can be used to represent truster’s beliefs with dif-
ferent strengths about different properties of the trustee. As we will show in Section 4,
this aspect is important when moving from the abstract model of trust reasoning to the
implementation in Jason. For example, one would like to say that i (the truster) believes
at least with strength x that j (the trustee) will perform action α, or that i believes at
least with strength y that j has the power to achieve ϕ by doing α. These two facts are
respectively represented by the formulas Belxi Doesj:α> and Belyi Afterj:α ϕ.

3 Occurrent trust applied to ART scenario

We apply the definition of trust presented in Section 2 to the ART testbed scenario
(http://art-testbed.net). This scenario is proposed by the trust community
as a common testbed for experimentation and evaluation of multi-agent trust models.
The ART scenario consists in a simulation of painting appraisals. Several agents are
in competition and each agent has a few paintings to evaluate. A painting belongs to a
given era and the agents have different level of expertise allowing them to be more or
less skilled in the evaluation of a painting’s rating according to its era. At each time-step,
an agent receives from simulated clients a set of paintings to evaluate. An agent cannot
evaluate all the paintings from its own clients and it has to rely on other agents to do it.
This is called the opinion protocol, where an agent asks other agents an appraisal (or an
opinion) for its paintings. In order to choose who to ask for opinions, an agent can use
its past direct experiences, and/or two interaction protocols: (i) the certainty protocol,
according to which, the agent directly asks other agents about their own expertise; (ii)
the reputation protocol, according to which, the agent asks other agents what is the
reputation of a third agent. Every agent has the possibility to lie when communicating in
these protocols. Agents are payed when appraising paintings and if they were accurate,
they receive more clients at the next step so that the accurate appraisers earn more
money.

An agent i may use the concept of trust presented in Section 2 to select a partner j
to whom to ask for an appraisal for a painting. To use that conceptualisation, we need
to identify the actions and goals in the context of ART. All agents share the same set
of possible actions: to appraise paintings of a specific era. The goal of each agent is to
give the best possible evaluation for its clients’ paintings. In order to achieve this, an
agent must select partners to ask for appraisals. Thus, the sentence ‘agent i trusts j to
appraise a painting p’ can be written as follows:

OccTrust(i, j, appraise(p), good eval(p),min(x, y))
def= Goal(i, good eval(p)) ∧

Believes(i,OccAct(j, appraise(p)), x) ∧
Believes(i,OccPower(j, appraise(p), evaluate(p)), y)
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where x and y are the strengths of the two beliefs used in the formula; and
Believes(i, ϕ, x) = Belxi ϕ.

Having identified the actions and goals for ART, the next and more complex step
is to develop some mechanisms which allow agent i to infer those beliefs about the
properties of j which are relevant for the achievement of its goal of giving the best pos-
sible evaluation for the paintings. Namely, these mechanisms should allow i to evaluate
whether the predicates OccPower(j, α, ϕ) and OccAct(j, α) hold in such a way that i
can assess the trustworthiness of j. The former predicate denotes j’s power to appraise
a painting that will help i’s goal to give the best possible evaluation for its paintings,
whereas the latter denotes that j is going to provide its opinion about the paintings.

A first mechanism is to obtain information about the power of j by means of the
certainty protocol available in ART. Of course, agents may lie about their expertise
possibly leading to incorrectness in i’s belief about the predicate OccPower . A second
mechanism, that can also be applied for OccAct , consists in using previous experiences
of interaction with j. For instance, if in previous collaborations (when j was asked to
respond), j has provided appraisals for i’s paintings, then it is concluded that now j has
the power to provide appraisals and is going to respond (given that i has asked him).
While the first mechanism concerns sincerity issues, the second mechanism concerns all
problems related with learning. A third mechanism is to ask other agents their opinions
about j’s properties, that is, to ask other agents whether the predicates OccPower(j, α)
and OccAct(j, α, ϕ) hold. In other words, this third mechanism consists in discovering
the reputation of j. However, issues related to reputation are not considered yet in the
current stage of our work.

To sum up, in the ART scenario an agent i can exploit various sources of information
in order to assess the trustworthiness of some target agent j: communication with j,
direct experiences with j, and the reputation of j.

4 From the abstract model to an agent implementation

This section describes how the definition of trust presented in the previous section can
be designed and implemented for an agent that participates in the ART scenario. Once
the concept of trust is defined on the basis of cognitive ingredients (beliefs, goals, etc.), a
suitable agent architecture and programming language should be chosen. For this work,
the BDI architecture and the Jason programming language were chosen [1]. The main
reason to select this language is that it is perfectly suitable for an implementation of
the formal definition of trust discussed in Section 2. Jason is selected since it is both
based on logic programming and on the BDI architecture. Other kinds of architecture
and language could be chosen. However, the goal here is to concretely show that the
concept can be implemented in at least one configuration.

Figure 1 illustrates the main components of the agent architecture. Briefly, there are
data structures for the agent’s beliefs, goals, plan library (set of possible plans to achieve
goals), and intentions (current plans in execution to achieve the goals of the agent).
The perceive process updates the belief base from the incoming messages and the act
process selects an action to be performed from the current set of intentions. The trust
inference has to decide whether to trust an agent or not. For that purpose a theoretical
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reasoning may be enough, in the case where a conclusion can be draw from the current
beliefs (for instance, from past experiences). However, in some circumstances a kind
of practical reasoning may be necessary, i.e. some sequence of actions are required
to obtain the necessary information for the trust decision (as in the case where the
reputation of an agent has to be asked to others). In this latter case, a new intention is
created to perform those actions and obtain the required information.

Belief 
Base

Plan
Library Intentions

perceive trust inference 
and decision

act

Goal
Base

Legend

data
structure

process

control flux

data flux

ART Simulator

Fig. 1. General agent architecture for trust

The first require-
ment for the develop-
ment of our agent is the
integration of the ART
testbed agent architec-
ture (where the agent
have to be coded in
Java) and a Jason agent
architecture that allows
the programming of the
agent using BDI prim-
itives. Jason provides a
suitable support to allow this kind of customisation. Roughly, this component provides
as perception all data that come from the ART simulator and translates the agent’s ac-
tions into suitable messages to the simulator. When some particular decision is required
for the agent, a new goal is introduced into the reasoning cycle of the agent. For in-
stance, when the simulator requires that the agent performs all the certainty requests, a
new goal !prepareCertaintyRequests is created. During the agent reasoning pro-
cess, a suitable plan will be selected to try to achieve this goal resulting in the execution
of actions that correspond to a reputation request.

The perception provided by the architecture is translated to first-order predicates and
included in the belief base with a special annotation that indicates that they correspond
to the agent’s perception. Older belief-perceptions are removed accordingly. Among
these beliefs, the following are given by the ART simulator and used in the sequel:

– painting(e, p, t): represent that the painting p of era e is allocated to the agent at
the current step t of the simulation. The agent’s paintings are perceived at the begin
of each simulation step.

– opinion(j, e, vg, vr, t): represents the appraisal produced by partner j for a painting
of era e; the real value of the painting as defined by the simulator is vr and the
opinion provided by agent j is vg . The quality of the opinion provided by j is
based on the difference between vg and vr. This sort of information is provided to
the agents at the end of each simulation step so that they can evaluate their selection
of partners.

All beliefs described above are considered as having strength 1.
In each simulation step for the ART scenario, our agent receives several paintings to

evaluate. For each painting it initially assigns n partners using exploitation and explo-
ration strategies (n is the maximum number of opinions an agent can ask for a painting).
The exploitation strategy tries to select the nmost trustworthy agents in the correspond-
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ing era of the painting. If there are not enough trustful agents, partners are randomly
selected among the sincere agents (exploration strategy).

The identification of trustful agents uses the definition of occurrent trust (defini-
tion 3), i.e. trust is inferred from the agent’s goals and beliefs (see the code of Fig-
ure 2).6 The first component of the trust definition is Goal(i, ϕ). In order to check
whether this predicate holds, we simply consult all the intentions of the agent. The
second component, the belief about OccAct(j, α), is inferred using the following im-
plication (α = appraise(p)):

Believes(i,OccAct(j, α), x)← Believes(i, opinions count(j, a, g), 1) ∧
a > 0 ∧ x = g

a ∧ x > ε
(4)

where opinions count(j, a, g) is the fact that there were a opinions that were asked to
j, and g opinions provided by j. Thus, agent i believes that j is going to collaborate
if i has previously interacted with j (a > 0) and the percentage of answers provided
by j is greater than ε (ε = 0.9 in our experiments). The strength x of the belief about
OccAct is x = g

a . Although we use only direct experiences to infer OccAct(j, α),
the very particular mechanism used for that could be more complex and efficient. The
goal in this paper however is not to optimise the mechanism, but rather to illustrate the
implementation of the concept and to compare its influence in the agent performance
differentiating agents that consider the predicate OccAct(j, α) in their trust reasoning
from those that do not consider it.

The third component of the trust definition, the belief about the property
OccPower(j, α, ϕ), is inferred by the following implication when the goal is to have a
good evaluation for a painting p (ϕ = good eval(p)) and the action is to appraise the
painting (α = appraise(p)):

Believes(i,OccPower(j, α, ϕ), y)← Believes(i, sincere(j), 1) ∧
Believes(i, painting(e, p), 1) ∧
y = imaget(j, e) ∧ y > δ

(5)

where sincere(j) holds when j is believed to be sincere (based on previous interactions
with j); painting(e, p) is given as perception by the simulator and is used here to re-
trieve the era e of painting p; and imaget(α, e) is a function (imaget : AGT×ERA→
[0, 1]) that maps each agent and era of the simulation step t to the corresponding agent’s
image. The strength of j power is the same value as its (y = imaget(j, e)). Thus, agent
i believes that j has power to give a good evaluation on some era if j is sincere and
currently has an image greater than δ (δ = 0.5 in our experiments).

The definition of the image function is inspired by reinforcement learning tech-
niques and the Q-Learning algorithm [15]. The reward of asking opinions to j in a
simulation step t is given by the mean of all errors in j’s opinions:

rt(j, e) =
1

#Oj,et

∑
(vg,vr)∈Oj,e

t

1− |vg − vr|
vr

6 The purpose of adding this excerpt of code is twofold: to provide some details of the function-
ing of the agent and to show how our proposal is implemented in a BDI approach. We do not
have the space here to introduce the language; however, we added comments in the code to
explain the meaning of the main parts.
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// trust inference rule, e.g. Act=appraise(p1), Goal=good_eval(p1)
trust(J,Act,Goal)[strength(C)] :-

.intend(Goal) & // I have the goal
occ_act(J,Act)[strength(X)] & // J is capable and intend
occ_power(J,Act,Goal)[strength(Y)] & // J has the power
C = math.min(X,Y). // computes the strength of the trust
// the strength of beliefs are represented by annotations, enclosed by [ and ]

// when a painting is allocated to me, to evaluate it is a goal
+painting(Era,P) <- !good_eval(P).

// capability and intention are based on the percentage of responses to requests
occ_act(J,appraise(P))[strength(X)] :-

opinions_count(J,Asked,Provided) & Asked > 0 & X = Provided/Asked & X > 0.9.

// power is based on image and sincerity
occ_power(J, appraise(P), _)[strength(Y)] :-

sincere(J) & painting(Era,P) & image(J, Era, Y) & Y > 0.5.
// the image function is implemented as a belief where the third term is
// the value of the image of agent J

// whenever I receive an opinion from J
+opinion(J, Era, GivenValue, RealValue)

<- Error = math.abs(RealValue - GivenValue) / RealValue;
if (Error > 10) { // huge errors means insincerity

+˜sincere(J) // add a belief that J is not sincere
};
N = .count(opinion(J,Era,_,_)); // number of opinions
R = (1-Error)/N; // reward for the opinion
?image(J, Era, Img); // consult current image
NewImg = 0.5*Img + 0.5*R; // compute new image
-+image(J, Era, NewImg). // update image belief

Fig. 2. Excerpt of the implementation of the trustfulness evaluation in Jason

where Oj,et is the set of all opinions provided by agent j to our agent in paintings of
era e and simulation step t; #Oj,et is the cardinality of this set; and each element of the
set is a pair (vg, vr) where vg is the value provided by j and vr the real value of the
painting.

Considering t as the current simulation step, the current image of j is calculated
from the reward of asking opinions to j and the previous image of j:

imaget(j, e) =


0.5 if t = 0
imaget-1(j, e) if Oj,et = ∅
γ rt(j, e) + (1-γ)imaget-1(j, e) otherwise

The first case of the function, when t = 0, represents the initial image of j, i.e. 0.5. The
second case is selected when no opinion was provided by j in step t, the image of the
previous step is then used. The third case uses the reward of asking opinions to j and
the previous image. The value of γ (0 ≤ γ ≤ 1) represents a discount for past images.
We use γ = 0.5 meaning that the current experiences have the same importance than
past experiences.

The above implementation is then used by our agent in each simulation step as
follows. (1) For each painting that the agent has to evaluate, assign n partner agents.
(2) Participate in reputation protocol. In this implementation, our agent does not ask for
any reputation information. It simply answers to reputation requests using the internally
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build image of others. (3) Participate in certainty protocol. Besides providing answers to
requests, where our agent is always sincere, the certainty of the partners are requested.
(4) Participate in opinion protocol. In this phase, our agent asks partners for opinions
and accepts to provide opinions for every request. The accuracy of the opinion provided
by our agent depends on the sincerity of the requester (more sincere agents receive more
accurate opinions). (5) Update some beliefs based on the information available in the
end of the simulation step: check whether the partners have provided or not an opinion
for my paintings and update the opinions count belief accordingly; update the image
of the partners based on the quality of the opinion they have produced; and update the
sincerity property of the agents.

5 Experiments

Two experiments were done with our agent in the ART testbed. In both cases we used
the configuration of the 2008 contest and, to produce the graphs, the mean of 10 execu-
tions is considered.
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Fig. 3. Simulation results for our agent against some partici-
pants of the ART 2008 contest.

In the first exper-
iment the four better
placed agents of the
2008 AAMAS ART
Contest were included
(Uno, Connected,
ForPrefect, and Next).
We also added one
cheating agent (that
does not collaborate)
and one honest agent
(that always does the
best for the partners).
The result is shown
in Figure 3. Our
agent, identified by
‘ForTrust’, is in the
group of agents placed
second. Although it
shows that our agent
works quite well, the final performance of the agent is strongly dependent on the
particular mechanism used to infer OccAct and OccPower and some parameters like
ε, δ, and γ. As said before, we are not looking for the optimisation of those parameters
here.

In the second set of experiments we intend to identify how the OccAct and the
OccPower components of the trust definition interfere in the agent performance. For
such an evaluation, four configurations of our agent were created:

Type1: this agent uses the complete definition of trust as presented in Sec 3.
Type2: the trust inference is based on OccPower .
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Type3: the trust inference is based on OccAct .
Type4: this agent trusts in everybody.
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Fig. 4. Comparison of agents that use different ingredients of
trust.

Against these four
agents, we put four
honest agents, one
cheating agent, and
two lazy agents. Lazy
agents are those that
promise to provide an
opinion (in ART we
simulate this by the
lazy agents asserting
that they are experts),
but that do not pro-
vide an opinion when
someone ask them to
do that. Briefly, lazy
agents have the power
to provide opinions
but do not have the
intention. The compar-
ative performance of
the four types of agents is shown in Figure 4. We can see that Type1, that uses the
all the ingredients of the concept of trust performs better. To explain the result, we
have to take a closer look at the partners this type of agent. Figure 5 shows how many
requests of opinions were done at each simulation step by the agents of Type1 and
Type2 respectively —the graph represents thus with whom the agent is interacting.
After the exploration phase (around the step 8), the agents start to exploit their trust
on other agents. While the agent Type1 rarely interacts with lazy agents since it also
considers OccAct , the agent of Type2 continues to interact with lazy agent as often as
with honest agents.

6 Discussion and related works

The ART scenario brings out some advantages for our experiments since it is well
known by the community. It provides useful tools for the analysis of the experiments
and other agents (from previous contests) to be included in the simulation and that we
can then compare against our proposal. Nevertheless, some constraints might be cited.
First, an important feature of the C&F definition of trust is to allow the truster to deal
with different goals and actions, in ART however there is only one relevant type of
action and it is the same for all agents. Second, the BDI architecture and the Jason lan-
guage are suitable for environments where the agents have to be pro-active, while the
ART simulator forces the agents to be just reactive to the protocols of each simulation
step.

65



 0

 5

 10

 15

 20

 25

 0  2  4  6  8  10  12  14  16  18

re
qu

es
te

d 
op

in
io

ns

step

Cheating1
Lazy1
Lazy2

Honest1
Honest2
Honest3
Honest4

 0

 5

 10

 15

 20

 25

 0  2  4  6  8  10  12  14  16  18

re
qu

es
te

d 
op

in
io

ns

step

Cheating1
Lazy1
Lazy2

Honest1
Honest2
Honest3
Honest4
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(bottom).

Although several
trust models exist
in the literature (a
survey is presented
in [14]), few of them
are based on cognitive
concepts. Not only few
cognitive models of
trust exist, but their
integration into an
agent architecture is
rare. A first work in
this direction is [12].
In that work, Pinyol
and Sabater propose
the integration of the
concept of image from
Repage reputation
model with a BDI
agent architecture.
Their proposal consists
of identifying how the
reputation of other
agents can influence
the beliefs, desires,
and intentions of the
agent. Although we do
not consider reputation
in our proposal, our
contribution is to use a
general concept of trust
(where the reputation
can be integrated),
propose an implementation, and evaluate the proposal in the ART scenario.

An important feature of our proposal is that the integration considers two directions:
from trust to BDI and vice-versa. For example, when the agent intends to ask an opinion,
the trust model is used; conversely, the trust reasoning may trigger new intentions to
support the trust decision.

7 Conclusions

We conclude that the cognitive concept of trust as proposed by Castelfranchi and Fal-
cone and formalised in Section 2 can be implemented and used by a concrete agent
architecture. That concept is particularly suitable to be implemented in a BDI based
language as provided by Jason. Although we do not take into account other BDI lan-
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guages, the same conclusion may likely be drawn for similar languages like 2APL [5]
and Jadex [13].

Our agent performed well against those of the 2008 ART Competition (2nd rank).
The experiments in the ART testbed showed that, with certain types of agents (as the
lazy agents used in the experiment), an agent that uses a concept of trust that considers
all the ingredients proposed by C&F (goal, capability, power and intention), performs
better than an agent that uses only a subset of these ingredients. Some features of our
proposal are however not well explored and evaluated due to the limitations of the ART
scenario. Future works will include the evaluation of our proposal in more complex
scenarios. We also plan to include reputation as an important source of information to
decide whether the trustee is going to act for the truster’s goal and has to power to do
that.
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Abstract. Agents evolving in a multi-agent system interact with one another to
achieve their individual goals. In trust-based agent models, agents form a local
view of their environment from their direct interactions, and base their interaction
decisions on the trustworthiness of the other agents. Agents can also obtain rec-
ommendations about other agents from third parties, either directly or indirectly.
Reputation complements trust from direct interactions in providing information
for agent selection. While trust and reputation ensure that an agent selects and
interacts with the most appropriate provider, we believe that the agent can learn
about the agent relationships and interconnections at the same time. By build-
ing a network of agents it interacts with, and with information about interaction
details, trustworthiness, recommendation chain and reputation, the agent is in a
better position to extract emergent information, such as potential new customers,
suppliers, its competitors and potentially collusive groups of agents. In this pa-
per we propose a mechanism for agents to build a representation of their local
environment based on direct interactions, trust and reputation.

1 Introduction

Agents in an open and dynamic multi-agent system (MAS) interact with a group of
agents within their area of interest. For instance, in an e-supply chain for computer
hardware, an agent representing a part-built computer manufacturer may only be inter-
ested in a number of suppliers for computer parts and customer agents. To ensure that
it selects the most appropriate agents for interaction, an evaluator can use the concepts
of trust and reputation to minimise the uncertainty associated with agent interactions.
It gathers trust information from the direct interactions it has with agents. This can be
supplemented with reputation information from third party agents when the direct trust
information is insufficient or not available. Reputation information is built from both
direct and indirect recommendations along a recommendation chain.

We focus on the links that are formed when an evaluator interacts with other agents,
both for service provision and recommendations. From direct interactions and direct
recommendations, the evaluator has a local view of its environment. By further know-
ing who is involved in giving indirect recommendations along a recommendation chain,
the evaluator can obtain an extended view of its environment. Together with information
related to the strength of agent relationships, trustworthiness, reputation, experience and
recency of interactions, the evaluator can deduce emergent information that is valuable
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for future transactions. Emergent information includes the knowledge of potentialnew
customers, new suppliers, who are its competitors and which group of agents are col-
luding.

The main contributions of this paper are: (i) describing how agents can build an ex-
tended view of their local environment, based on trust and reputation, and (ii) proposing
potential uses of the emergent information that can be extracted from the extended view
of the agent environment. The remaining parts of this paper are organised as follows.
Section 2 outlines the related work in the areas of trust and agent networks and in col-
lusion detection as a possible application of the emergent information from the agent
network. In Section 3, we describe our mechanism for data collection and network
building, which form part of our trust-based agent network model for decision making
under uncertainty. Section 4 provides a discussion of how the emergent information
can be used to further reduce an agent’s interaction uncertainty, and finally Section 5
presents some conclusions and future work.

2 Related Work

Agents interacting in an environment naturally form networks, which potentially hold
useful information about the network members and their relationships with one another.
The evolution of networks brought more dynamic characteristics and the questions of
how the networks are formed, maintained and used are still active research areas. Un-
certainty is a characteristic property of interactions among self-interested agents. Thus,
agents need to reliably predict the behaviour of other agents to ensure a high level
of successful interactions. The concepts of trust and reputation have been proposed to
improve the prediction of agent behaviour. We outline the relevant work on agent net-
works, trust and reputation in agent-based systems and discuss the issues that still need
to be addressed, such as the accurate prediction of agent behaviour and collusion.

2.1 Social Networks

The search for relevant information involves finding the right sources, for instance, the
agents who have the desired information or expertise. The social network is important
in discovering these relevant information sources. An agent is only aware of a portion
of the social network to which it belongs [1]. Additionally, due to issues such as pri-
vacy, agents will not list their social relationships on a central repository. Agents can
however gather this information from distributed searches via referrals. Referrals are
important for information flow. Studies of the phenomenon of word-of-mouth found
referrals to be very effective in communicating product information among consumers
and influencing their purchasing choices [2]. Further evidence that referrals are effective
in searching large social networks has been demonstrated for instance by Milgram [3,
4], leading to the concept ofSix Degrees of Separation. Milgram examined the social
connectivity among people and his study involved asking participants to send a packet
to a given individual with some information about the person. The participants had to
send the packet through individuals they knew by their first name, hence the partici-
pants had to choose the most likely intermediary in the chain. Milgram concluded that
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the individuals within the study were separated by an average of six intermediaries, or
six degrees of separation.

Link Prediction. The high dynamism of social networks suggests the addition of new
interactions and deletion of old links in the underlying social structure, thus making
the understanding of the mechanisms of evolution of social networks important. Liben-
Nowell and Kleinberg [5] studylink predictionas a basic computational problem un-
derlying social network evolution. They describe the problem as involving the accurate
prediction of the edges that will be added to the network, during the interval from a time
t to a given future timet′. They seek to discover the extent to which the evolution of a
social network can be modelled using features intrinsic to the network itself. The link
prediction problem is also relevant to the company environment, where the company
can benefit from the interactions occurring within the informal social network among
its members. These interactions serve to supplement the official hierarchy imposed by
the organisation [1, 6]. In our view, the link prediction problem has parallels with the
discovery of emergent information about an agent’s environment through the agents’
local views, which can be overlapped to some extent to give a wider perspective of
the other agents in the system, their transactions and social links. Agents often have
a notion of the agents in their environment from their direct interactions, in acquiring
services or opinions. Indirect service interactions and recommendations are also use-
ful in predicting the relationships among agents. For instance, an evaluator can infer
from an indirect recommendation that the secondary recommender has used the target
as a service provider. Although the aim of the recommendation request is to evaluate
the trustworthiness of the target, the evaluator is also able to draw a link between the
secondary recommender and the target, thus building a more complete view of its envi-
ronment.

2.2 Trust and Reputation

Trust and reputation models have been developed to improve the success of interac-
tions by minimising uncertainty. Many of the models are based on Marsh’s trust for-
malism [7], in using trust to assess the likelihood that an agent honours its promises.
Several of the existing models use the notion of an agent neighbourhood, the more
relevant ones are briefly described below.

ReGreT is a model of trust and reputation with three dimensions of information:
individual, social andontological. The social dimension includes information on the
experiences of other members of the evaluator’s group, or neighbourhood, which is as-
sumed to be a group of agents with some common knowledge. FIRE [8, 9] is a modular
approach that integrates up to four types of trust and reputation from different infor-
mation sources, according to availability:interaction trust,role-based trust,witness
reputation, andcertified reputation. The notion of neighbourhood is used by FIRE in
its witness reputation module for searching for relevant witnesses. This is based on Yu
and Singh’s referral system for multi-agents, enabling them to share referrals for the
location of relevant information [10]. Other trust-based network models include Trust-
Net [11], and Histos [12].
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2.3 The Collusion Problem

Despite the ongoing researchinto agent systems, there remains some open issues that
still need to be resolved to make multi-agent systems more widely used in real-life sys-
tems. The problem of collusion is a complex issue, especially in decentralised systems.
Collusion is defined as a collaborative activity of a subset of users that grants its mem-
bers benefits otherwise not gained as individuals [13]. We view collusion as occurring
in centralised and decentralised systems, and within each, various solutions have been
proposed to address collusion issues.

Collusion in Centralised Systems. Centralised systems include centralised reputa-
tion systems, such as eBay1 and Amazon2, where reputation values about individual
agents are collected and managed by a central system and every user in the system sees
the same reputation value for another user. In these centralised systems, members have
a global view of the entire system and this view is unique to all. Jurca [14] proposes
a method for designing incentive-compatible, collusion-resistant payment mechanisms,
by using several reference reports. The idea behind deterring lying coalitions is to de-
sign incentive-compatible rewards that make honest reporting the unique or at least the
“best” equilibrium. Meanwhile, Lianet al. [13] report on the analysis and measurement
results of user collusion in Maze, a large-scale peer-to-peer (P2P) file-sharing system.
Their aim is to observe user collusion in P2P networks that use incentive policies to en-
courage cooperation among nodes. They search for colluding behaviour by examining
complete user logs and incrementally refine a set of collusion detectors to identify com-
mon collusion patterns. They found collusion patterns that are similar to those found in
Web spamming.

Wang and Chiu [15, 16] propose to use social network analysis in online auction rep-
utation systems to analyse the underlying structure of the accumulated reputation score
and its corresponding transactional network. They demonstrate that network structures
formed by transactional histories can be used to expose underlying opportunistic col-
lusive seller behaviours. Transaction logs and social relationship structures are used to
reconstruct the relationship profiles to supplement the lack of demographic data in the
online environment. To identify ill-intended users, Wang and Chiu have used real world
blacklist data, consisting of suspended fraudulent accounts collected from the Yahoo
Taiwan Inc. online auction site. However, the lack of cooperation from online auction
hosts limits data collection and the prediction capability.

Collusion in Decentralised Systems. In decentralised systems, such as P2P systems,
trust and reputation information for members are collected and stored across the net-
work by each individual member to help in predicting their future interactions. More-
over, individual members do not have a global view of the whole system. TrustGuard [17]
is a framework designed to provide a dependable and efficient reputation system that
focuses on the vulnerabilities of the reputation system to malicious behaviour, including

1 http://www.ebay.com
2 http://www.amazon.com
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strategic oscillation of behaviour, shilling attacks, where malicious nodes submitdis-
honest feedback and collude with one another to boost their own ratings or bad-mouth
non-malicious nodes, and fake transactions, which can lead to fake feedback. The main
goal of TrustGuard’s safeguard techniques is to maximise the cost that the malicious
nodes have to pay in order to gain advantage of the trust system. The behaviour of
non-malicious and malicious nodes are defined using game theory. The problem of fake
transactions is tackled through having feedback bound to a transaction through a trans-
action proof, such that feedback can be successfully filed only if the node filing the
feedback can show the proof of the transaction. To deal with the problem of dishonest
feedback, a credibility factor is proposed that acts as a filter in estimating reputation-
based trust value of a node in the presence of dishonest feedback.

Synthesis. Open issues, such as collusion, still need to be resolved in decentralised
multi-agent systems. The main strategy to detect collusive behaviour, as used in cen-
tralised systems, is to have a global view of the system in order to identify the possible
colluding agents. However, such a global view is not available to individual agents in
a decentralised MAS, as there is no central management of agent information. Despite
the limitations of an agent’s local view of its environment, we believe that the local
view can be complemented by recommendation information about other agents to form
an extended view, so that individual agents can have access to a relevant set of infor-
mation concerning their own transactions. Trust and reputation information, together
with the agent network, can build and maintain the extended localised view of the agent
environment.

3 Multi-agent Network Model

Our multi-agent network model is designed to capture the dynamic behaviours of agents,
their interactions and any emergent behaviour and information. The model consists of
three main components: (i) data collection, (ii) network building, and (iii) analysis of
interaction data. The data collection module is largely presented in our previous work
on agents using trust, as well as direct and indirect recommendations to better inform
their decision making for agent interactions [18]. We supplement the history of past
interactions with a history of relevant recommendations, and using these to build a net-
work of the agent environment. With the combined information, agents are aware of a
wider view of their environment, beyond their local view. We believe that analysing this
extended view can help agents discover emergent information, that will allow them to
take decisions on issues, such as collusion.

3.1 E-supply Chain Scenario

We consider the case of a computer hardware e-supply chain, where the component sup-
pliers provide products to customers, which include computer systems manufacturers,
computer shops and computer parts resellers. In a two-stage supply chain, a customer
obtains components directly from the supplier, for instance the memory card and hard
disk. A customer typically needs to purchase different types of components and there
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are several suppliers that can do the job. In an e-supply environment, many computer
manufacturers and resellers need to interact with various suppliers to source the nec-
essary components to build or sell their systems. Customers can also act as suppliers
for partly-assembled components, for example, a computer shop sells partly-built com-
puters, to which components, such as hard disks and memory chips need to be added
on. In this competitive industry, there are many stakeholders and they each try to get
the most benefits and attain their individual goals and objectives. In an environment
where suppliers have variable performance and reliability, a customer needs to ensure
that it interacts with the most trustworthy supplier for the required product to minimise
costs and production times. A computer systems manufacturer, denoted as Customer
C1, needs to purchase computer monitors and there are 3 suppliers, SupplierS1, S2 and
S3, with different offers. The cheaper supplier is not necessarily the best choice as it
might also be the one providing the worse quality products. Using our model of trust
and reputation,C1 can make the decision on which supplier to use, based on previous
interactions and recommendations from other agents.

Trust from Direct Interactions. An evaluator assesses another agent’s direct trustwor-
thiness from its history of past interactions. For instance, the evaluator, CustomerC1

wants to assess which of the 3 suppliers is the most trustworthy for future transactions. It
has interacted with 2 of the suppliers previously,S1 andS2. From its interaction history,
C1 can assess how trustworthy each supplier has been, based on service characteristics,
such as successful delivery, timeliness and cost. For a similar number of interactions,
supplierS1 has been trustworthy in all the important service characteristics 90% of the
time, compared to 50% for supplierS2. From this comparison,C1 can decide to use
supplierS1 for its next order of computer monitors.

Reputation from Direct Recommendations. CustomerC1 also requires supplies of
hard disks, a recent addition to the component parts it needs. There are 2 suppliers for
this component, namelyS3 andS4. C1 has purchased fromS3 once before and has not
interacted withS4 previously. With insufficient past interactions to reliably assess the
trustworthiness of either supplier,C1 can complement information from direct trust with
recommendations from agents that have previously interacted withS3 andS4. C1 has
a regular customerC2, a computer shop, which resells computers and computer parts.
SinceC2 stocks hard disks for resale from both suppliers,C1 can obtain its opinion
about these suppliers.

Reputation from Indirect Recommendations. Considering the case whereC1 wants
to assess the trustworthiness of suppliersS3 andS4, but it has insufficient direct inter-
actions with them to make an informed decision about whom to approach for the next
order. This time, customerC2 has not interacted with either suppliers, but it knows an-
other agentC3, which has interacted with bothS3 andS4. C2 therefore gives an indirect
recommendation about the suppliers toC1, based onC3’s experience.
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3.2 Data Collection Component

Let us consider therepresentation of a customer agent,ac, acting as an evaluator. Agent
ac records a partial history of provider interactions,His = (P is, count+, count−, ST, STc),
whereis = (ac, ap, s,t) is a service interaction. The provider agent isap, s is the service
performed at timet, count+ andcount− are the number of positive and negative inter-
actions experienced byac respectively.ST is the situational trust inap andSTc is the
confidence in the situational trust value. The services is defined as the service type and
a set of dimensions, each defined as:d = (dtype, de, da), wheredtype is the dimension,de

is the expected value, andda is the actual value following an interaction.
The evaluatorac also holds a history of the recommendations, obtained from direct

and indirect witnesses:Hir = (P ir , count+, count−, RT, RTc), whereP ir is the set of
recommendations,RT is the recommendation trust in the witness andRTc is the con-
fidence in that trust. Recommendations are defined asir = (ac, at, ar , s,t, r) whereat

is the target,ar is the witness who gives recommendationr at timet, ands is the ser-
vice recommended. Recommendations can be direct,rd = (s,ar , count+, count−) or
indirect, r i = (ar′, rd

ar′
) ∨ (ar′, r i

ar′′
), wherear′ is an indirect recommender andrd

ar′
is

the direct recommendation ofar′, andr i
ar′′

is the indirect recommendation of the next
witness in the recommender chainar′′.

As the evaluator takes into consideration recommendations to decide about provider
selection, it updates its recommendation trust in the witnesses and also records the inter-
action results in its history. The interaction history gives a reflection of the relevant past
transactions of an agent. The evaluator applies a decay function to the older interactions
to give higher importance to the more recent ones. More details on the performance
evaluation using trust and reputation can be found in [19].

3.3 Network Building Component

As an evaluator interacts with providers and witnesses it gathers information about
interactions and relationships to build an agent network to better understand its en-
vironment. We consider three graph structures to represent an agent’s environment:
provider graph, witness graph, and a combined provider-witness graph. The nodes rep-
resent agents and the edges correspond to links between agents, including the strength
of the link in terms of experience. For both the provider and witness graphs, these are
further differentiated into service-oriented or agent-oriented graphs. Service-oriented
graphs concern interactions and recommendations about a particular service, whereas
agent-oriented graphs concern the agents in general. The agent-oriented provider graph
is an example of a combined provider-witness graph as an evaluator constructs it from
its own direct interactions and inferred interactions between other agents from the rec-
ommendations it receives.

Algorithm 1 shows how part of the agent graphs is constructed and updated, where
rµ is the currently processed recommendation. For a direct recommendation, an edge
is created for each new recommender and the recommendation count is incremented.
Indirect recommendations are updated recursively, with edges created or updated from
the further recommenderar′′ in the chain to a closer onear′. Moreover, the evaluator
ac also updates its provider graph to include the link betweenar′ and ar′′, sincear′
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Algorithm 1 Provider and Witness Graph Updates for Indirect Recommendations

for all indirect recommendationsr i do
if r i .ar′ 6∈ P ar′ then

add edge(ar′, ac) in ac.witnessGraph
incrementcountresponse

repeat
if r i .ar′′ 6∈ P ar then

add edge(ar′′, ar′) in ac.providerGraph
incrementcountresponse

until rµ = rd

obtained a direct recommendation fromar′′. Every timean edge is added or updated,
the number of accurate, inaccurate or unused recommendations is incremented; this is
represented bycountresponsein the algorithm.

The evaluator agent continuously maintains its provider and witness graphs through-
out the period of interaction with other agents. The graphs contain a summary of the
links between two agent nodes. For instance, the graph edges in provider graphs record
the number of positive and negative interactions between the two agents. Meanwhile,
the witness graph edges consist of the number of accurate and inaccurate recommen-
dations by the witnesses, both for direct and indirect opinions. As in our trust model,
where trust values are decayed according to how recent they are, the graph data is also
subject to decay, but the decay function is applied when the data is used, rather than
when it is recorded, since the agent might choose to apply different decay functions at
different times.

4 Discussion: Analysis of Interaction Data Component

In this section, we give an overview of the third component of our model, which in-
volves the analysis of the emergent data from the agent graphs. The collection of in-
teraction data over medium to long term transaction periods of an agent enables it to
make decisions about numerous aspects, particularly with the view to increase the suc-
cess of its interactions and maximising its benefits. Besides using trust and reputation
to efficiently select interaction partners and witnesses, that information, together with
agent network details can bring more insight into other aspects of the agent environ-
ment. For instance, agent networking information helps in reinforcing the trust in the
roles of witnesses to give accurate information. We believe that emergent information
obtained from the multi-agent network can be used to find solutions to the issues of col-
lusion. We discuss how the agent network can be analysed to extract clues to categorise
potentially colluding agents.

4.1 Example Usage: Collusion Detection

Collusion detection is one of the potential uses of the emergent information from the
agent network. Examples of simple collusion include: witness and target collusion,
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Fig. 1. Collusive behaviour between target and witness

where the witness promotesthe target, collusion among witnesses to manipulate a tar-
get’s reputation, and provider collusion over price. Collusive behaviour is characterised
by elements such as heavy agent interactions or similar responses to queries as wit-
nesses. Witness and target collusion is depicted in Figure 1, based on the e-supply chain
scenario described in Section 3.1. The evaluator is CustomerC1, which is already using
the services of three providers, SupplierS1, S2, andS3. Now C1 needs a new type of
service, which is offered by SupplierS4. However,C1 has never interacted withS4 and
therefore decides to request for recommendations from agents who have. Figure 1(a)
showsC1’s provider graph. The solid lines represent direct interactions between two
agents, while the dashed line shows the target agent that the evaluator is considering
for interaction. AgentC1’s witness graph, Figure 1(b) shows the recommenders it uses,
through the bold solid lines in the diagram. For instance,S1 has not interacted directly
with S4 and therefore only gives an indirect recommendation toC1, via S3.

The combination of the provider and witness graphs gives Figure 1(c), from which
the evaluator can extract information not previously known about certain agent rela-
tionships. An additional provider graph edge, betweenS1 andS3 can be derived from
the provider and witness graphs. SinceS1 has provided an indirect recommendation to
C1 andS3 is the only secondary witness, this implies thatS1 andS3 have direct service
interactions. The dashed line circlingS3 andS4 shows potential collusion between the
witnessS3 and targetS4. C1 requests recommendations about targetS4 from its three
service providers,S1, S2 andS3, who can be considered to be trustworthy enough to
take their opinions into consideration. From the combined graph Figure 1(c), the evalu-
atorC1 observes over a period of interaction thatS1 andS3 have similar recommenda-
tions aboutS4, as compared to the recommendations ofS2. The emergent information
is thatS1’s indirect recommendation has been obtained along a recommendation chain
of length 2, viaS3. Subsequently, as the recommendations fromS3 are more positive
than that ofS2, and from its own initial direct interactions withS4, C1 can suspect
thatS3 is colluding withS4 to promoteS4 as a trustworthy provider. Without the agent
network, the evaluator, using only trust and recommendations, would eventually have
a low recommendation trust in both witnessesS1 andS3, without identifying thatS3

was the dishonest agent. Recommendation trust ensures that the evaluator can distin-
guish between those witnesses giving accurate opinions, when these are compared to
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the actual interaction with the target, if the recommendation is followed.However, low
recommendation trust gives no indication of the reason behind the inaccuracy, whether
it is only due to differing experiences or due to malicious intent.

Fig. 2. Collusive behaviour between witnesses

Figure 2 showsan example of collusive behaviour among witnesses. The evaluator
C1 obtains recommendations about targetS4 from providersS1, S2, andS3. Again,C1

has had no past interactions withS4. Figure 2(a) showsC1’s provider graph, with the
solid lines representing direct service interactions and the dashed line indicatesC1’s
interest to interact withS4. Figure 2(b) is different from Figure 1(b) as the recommen-
dations obtained are all direct recommendations aboutS4. The extended and combined
graph, Figure 2(c) shows the additional information that the evaluatorC1 can infer from
the trust and reputation information gathered. Frequent similarity of recommendations
from S1 andS3, compared to other recommenders could suggest a potential case of col-
lusion between these witnesses, especially if the opinions are inaccurate compared to
the actual agent interaction. This is depicted by the dashed line circlingS1 andS3 in Fig-
ure 2(c). AlthoughS2 andS3 appear to have similar links asS1 andS3, the comparison
of their recommendations helps determine thatS1 andS3 are potentially collusive, while
S2 andS3 are not considered in this category. Witnesses collude, for example, to lower
the trustworthiness of the target as viewed by the evaluator to prevent the target from
being swamped with interaction requests, which could potentially increase competition
for the witnesses’ to interact with the target as a supplier.

As part of the analysis of emergent data to detect collusion, Algorithm 2 outlines the
partial collusion detection process after targetaβ has just provided servicesβ follow-
ing recommendations. Initially, the set of potential colluders will include all the direct
recommenders for targetaβ about the servicesβ . This set then needs to undergo further
selection to ultimately obtain the smallest group of potential colluders. Based on this
information, the evaluator can decide on subsequent interactions with the members of
the suspected collusive group.
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Algorithm 2 Partial Witness andTarget Collusion Detection

for all direct recommendationsrd do
if (rd.at = aβ) AND (rd.s = sβ) then

for all dimensionsd ∈ rd.s do
if da < de then

addar to P colluders

5 Conclusions and Future Work

In this paper,we have presented the component of our multi-agent network model,
where agents build a network of their local environment. Using interaction data and
recommendations, agents can maintain their own representation of their neighbourhood.
Their local view is extended from the inferences that can be made from the trust and
reputation information available. Whilst existing models mention using some form of
social network without specifying how this is done, we go further and show how the
network is built and maintained through provider and witness graphs.

We have also outlined the third component of our model, involving the analysis of
the emergent network data. We have an implementation of the first two components,
that is, the data collection and network building modules. Our ongoing work focuses on
the analysis of the network data to extract useful information about agent relationships,
in particular, those involving the detection of some forms of collusion. We believe that
using available trust and reputation information as a way to learn more about the agent
environment is a new approach to solving issues that are usually solved through global
access to agent information. With an extended view to the individual agent neighbour-
hood, agents are closer to make informed decisions about issues that do not necessarily
concern only its immediate neighbours.

Future research in the field could further explore the actions to be followed after
emergent information has been discovered about the agent environment. For instance,
following collusion detection, an evaluator can decide to incorporate the knowledge of
collusive agents into its decision making regarding future interactions with the agents
concerned.
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1 Laboratório de Técnicas Inteligentes - EP/USP
Av. Luciano Gualberto, 158 – trav. 3
05508-900 – São Paulo – SP – Brasil

{luis.nardin,anarosa.brandao,jaime.sichman}@poli.usp.br,
Guillaume.Muller@freesurf.fr
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Abstract. Trust and reputation have proved to help protect societies against harm-
ful individuals. Inspired by these principles, many computational models have
been and new ones continue to be proposed in the literature to protect multi-agent
systems. In an open system, where few assumptions can be made on the internals
of the agents, it is possible that different agents use different trust and reputation
models. Since agents have to exchange information to make their trust and rep-
utation models more robust, and since the models use different internal concepts
and metrics, it is very important to consider the interoperability of these models.
Based on experiments, this paper illustrates the usefulness of the SOARI ar-
chitecture, which allows heterogeneous agents to interoperate more expressively
about reputation.

1 Introduction

Agents present the capabilities of both acting autonomously and engaging in social
activities. In open environments, where agents can enter or leave the environment at
any time, taking part in such social activities may expose them to risks, for instance,
when taking decisions based on information provided by malevolent agents. In order to
avoid such risks, solutions based on trust models where implemented [5, 17, 6, 14, 13,
10]. Most of these models are based on the concept of reputation.
In order to accelerate the reputation evaluation and to improve the robustness of their
reputation models, the agents generally exchange information about the reputation of
third parties. However, since there is no consensus about a single unifying reputation
definition, the semantics associated with reputation differs from one model to another.
This semantic heterogeneity raises an interoperability problem among existing reputa-
tion models, which is addressed by SOARI [11] architecture.

In this paper, we present results of experiments where SOARI is used to enable
interoperability of two reputation models: Repage [13] and L.I.A.R. [10]. These ex-
periments evaluate the impact that the reputation models interoperability may cause
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on agents evaluation accuracy. More specifically, this paper answers the following two
questions: (1) is there any improvement in the reputation evaluation accuracy when en-
abling a more expressive communication? (2) How does the heterogeneity influence the
evaluation accuracy of the dishonest agents’ reputation?
The rest of the document is organised as follows. Section 2 presents briefly the platforms
used to run the experiments (ART and FOREART testbeds) as well as the SOARI ar-
chitecture. In Section 3, the results and analysis of the experiments are shown. Finally,
our conclusions and future work are presented in Section 4.

2 Background Work

The ART testbed (Agent Reputation and Trust testbed) [7] is currently the unique plat-
form freely available to perform benchmarks with heterogeneous reputation models. We
first briefly present its scenario, because it is the basis for the experiments. However, this
platform does not allow the agents to communicate about reputation using their distinct
semantically reputation model concepts, thus losing expressiveness. The FOREART
testbed [3], which is an extension of the ART testbed, allows a more expressive com-
munication among the agents. In order to reach this goal, this latter platform uses FORE
(Functional Ontology of Reputation) [4] as a common vocabulary. In this platform, in-
teroperability is obtained by translating concepts from a source model (expressed in
ontological terms) to concepts of FORE, and then by translating the result from FORE
into concepts of a target model (also expressed in ontological terms). The SOARI ar-
chitecture is then used to implement the FOREART testbed’s agents thus enabling a
more expressive communication about reputation among them. The resulting platform
is the basis of the experiments described in the next section.

2.1 The ART testbed

In AAMAS’04 TRUST workshop, it was admitted that the diversity in the internals and
metrics employed by current models of trust and reputation made it difficult to establish
objective benchmarks. In order to design a testbed platform to enable comparison, the
ART testbed initiative was launched.
The resulting testbed platform (programmed in Java) simulates an art appraisal game,
where agents evaluate paintings for clients and gather opinions and reputations from
other agents to produce accurate appraisals. More precisely, a game proceeds as a se-
ries of the following time steps3: (i) the platform assigns clients (i.e. paintings) to each
appraiser. Appraisers receive larger shares of clients (thus larger amount of money) if
they have produced more accurate appraisals in the past; according to the era each paint-
ing belongs to, an appraiser is more or less accurate in its evaluations; (ii) reputation
transactions occur, where appraisers can exchange reputation information about third
parties for given eras; (iii) certainty transactions occur, where appraisers can exchange

3 Those time steps refer to ART testbed platform used on the competition of 2008, which im-
plements slightly different time steps sequence than the one of the previous years’ platform,
described in [8].
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how certain they are about a specific era; (iv) opinion transactions occur, where apprais-
ers can exchange expert opinions about a specific painting; (v) finally, the appraisers
are required to send weights to the platform; those weights represent the intensity with
which the appraiser considers the opinion of each other appraiser; the platform then
computes the final appraisal of each appraiser as a weighted mean of the opinions it has
purchased; this step ensures the same computation for everybody, therefore, (a) only
the trust models are evaluated (not the expertise in art) and (b) cheating is impossible.
The winner of the game is the agent that has the higher final bank balance.
In this scenario, the need for reputation modelling comes from the duality of the need
for cooperation to evaluate some of the paintings (because the agents are only compe-
tent in some eras) and the competition to earn the biggest part of the client pool.
More details about the ART testbed can be found in [8].

2.2 The FOREART testbed

The interaction which involves the reputation transaction is a moment where agents
have to exchange information from their reputation models, meaning that interoperabil-
ity among reputation models is required. In the current version of the platform, inter-
operability is obtained by asking the developers of each agent to map their reputation
model evaluations into a single value in the domain [0:1]. This common model is too
simple and the mapping of complex internal reputation models into a simplistic one
results in loss of expressiveness and details. It is thus impossible to perform finer agent
interactions about reputation.
The addition of semantic data to this common model may improve the agent perfor-
mance during the process of reputation building, while allowing interoperability be-
tween different reputation models. Therefore, the FOREART testbed platform was im-
plemented as an extension of ART by modifying its engine to allow the exchange of
messages related to reputation transactions that involve semantic content. The mes-
sages’ content is a string (instead of couples (agent, painting era) or numerical value)
and it is expected that this string is queries and answers written in an ontology query
language. The chosen query language is related to the inference engine that is used
to reason about the queries. The first version of FOREART uses nRQL [9] and Racer
[12]. Nonetheless, FOREART agents were implemented according to the general agent
architecture proposed to support reputation interaction with semantic content [16]. The
general architecture main modules are the Interaction Module (IM), the Reputation
Mapping Module (RMM) and the Reputation Reasoning Module (RRM). These mod-
ules are responsible for dealing with the translation between FORE and the agent inter-
nal reputation model expressed as ontology, and the reasoning about exchanged mes-
sages.
More information on this platform can be found in [15, 16, 3, 2].

2.3 SOARI: Service Oriented Architecture for Reputation Interaction

However, because of some drawbacks of the general agent architecture [16], the SOARI
architecture was proposed (Figure 1). The SOARI is a service-oriented architecture to
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support the semantic interoperability among agents that implement heterogeneous rep-
utation models. The main underlying idea of SOARI is that the mapping between dif-
ferent ontologies (by using FORE as an interlingua) may be realised off-line, and be
available on-line as a service for the agents that use the same reputation model. Hence,
it extends the FOREART agent architecture in two ways: (i) it subdivides the Reputa-
tion Mapping Module (RMM) in two distinct and specialised modules: the Ontology
Mapping Service (OMS) and the TRANSLATOR module (in grey in the figure), and
(ii) it performs the ontology mapping and translation functions as a service outside the
agent architecture.

Fig. 1. Service Oriented Architecture for Reputation Interoperability

The OMS module is a service outside the agent that implements the mapping and
translation ontology functions and presents two main functionalities: (i) to map con-
cepts from the target’s reputation model ontology to the concepts of the common ontol-
ogy; and (ii) to answer concept translation requests from the TRANSLATOR module.
The TRANSLATOR module resides inside the agent and it translates reputation mes-
sages. It has four main activities: (i) to translate the reputation messages from the com-
mon ontology to the target agent’s reputation model ontology whenever the message
comes from the Interaction Module (IM); (ii) to translate the reputation messages from
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the agent’s reputation model ontology to the common ontology whenever the message is
sent to IM; (iii) to trigger some function in the Reputation Reasoning Module (RRM)
based on the interpretation of messages written using the reputation model ontology;
and (iv) to create a message using the reputation model ontology whenever requested
by RRM.
More information on this architecture can be found in [11].

3 Experiments

This section intends to answer two questions: (1) is there any improvement in the ac-
curacy of the agents’ reputation evaluation when enabling more expressive commu-
nication about reputation? (2) how does the heterogeneity influence the accuracy of
dishonest agent’s reputation evaluation?
In order to answer those questions, some experiments were performed using the ART
and FOREART testbeds and the SOARI architecture. In those experiments, one agent
deliberately lies about the other agents’ reputation and about paintings evaluation. The
analysis was performed to determine how accurate the other agents are in the evaluation
of the reputation of the liar agent.
In a practical point of view, all the experiments were performed using a modified
FOREART testbed. In the remaining, the term ART thus refers to situations when the
reputation communication among the agents is limited to numeric (numeric communi-
cation) and FOREART when it is performed using strings (symbolic communication).
The experiments include two types of agents: Honest and Dishonest. The Honest agents
answer to the requests only when they have expertise about the requested painting era
and with information coherent to their internal state. The Dishonest agents answer to
all the requests, even when they do not have expertise about that painting era and they
never answer the requests with information coherent to their internal state.

3.1 Agent Model

The agent models in the testbed platforms are implemented by extending the abstract
Agent class and filling up the methods that describe the agent’s behaviour [8]. These
methods correspond globally to the steps described on section 2.1.
In the begin of each time step, a set of paintings is assigned to the agent for appraisal.
For each painting assigned, the agent performs reputation transactions. First, it requests
to other agents in the testbed platform the reputation of possible appraisers of that paint-
ing. Then, it answers to reputation requests received from other agents. If it is a Dis-
honest agent, it accepts all the requests. Otherwise, it accepts the requests only if it has
the expertise higher than a predefined expertise threshold (expertisethreshold = 0.7).
To all the accepted requests, the agent answers with a reputation value, which does not
reflect its internal reputation evaluation if it is a Dishonest agent.
After performing the reputation transaction, the agent performs certainty transactions. It
first selects a group of agents and requests to them their certainty about a specific paint-
ing era. In the sequence, it answers to certainty requests received from other agents. If
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it is an Honest agent and its expertise is higher than a predefined expertise threshold
(expertisethreshold = 0.7), it answers with its expertise value. However, if it is a
Dishonest agent, it answers with the maximum between 1 and its expertise value plus
0.5.
After performing the certainty transactions, the agent requests the opinion of the agents
it trusts (i.e. which reputation value is higher than a trust threshold that in Repage is
Image >= 0.5 and/or Reputation >= 0.8, and L.I.A.R. is X >= 0.7, where X =
{DIbRp, IIbRp, ObsRcbRp, EvRcbRp or RpRcbRp}) or the agents from which it
received a certainty value higher than a predefined certainty threshold (certaintythreshold =
0.5).
Finally, in order for the simulator to compute the opinions, the agents provide to it the
weight of each opinion provided by the other agents.

3.2 Experiments Description

The main objective of these experiments was to identify the mean value of the reputation
assigned by the Honest agents to the Dishonest agent. In order to enable comparison be-
tween the experiments, the initial painting era knowledge and clients distribution were
identical in all the experiments. Moreover, all the agents used the same configuration
parameters (Table 1) and agent model (see Section 3.1) in all the simulations.
To reach this goal, we considered the execution of 10 simulations (p = 10) for each ex-

Table 1. Testbed’s configuration parameters

Parameter Value
averageClientsPerAgent 4
numberOfPaintingEras 20
cp opinionCost 10
cp certaintyCost 2
f clientFee 100
nb certaintyMsg 20
nb opinionMsg 5

periment with 100 cycles each. Each simulation was composed of 11 agents (n = 11),
where 10 agents were Honest and 1 agent was Dishonest (i = [1, 10] and j = 11). The
mean value of the reputation assigned to the Dishonest agent by each Honest agent (rj)
considered only the value obtained in the last simulation cycle (l = 100 and m = 100).
The value of the last simulation cycle was used because we considered it the most ac-
curate reputation evaluation.
Formally, consider a set of n agents, where i = {1, 2, . . . , n−1} are Honest agents and
j = n is a Dishonest agent. Moreover, consider that rsk

ij is the reputation value assigned
by the agent i to the agent j in cycle k on simulation s. Typically, the reputation value
assigned by agent i to agent j on simulation s corresponds to the mean reputation value
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of a set of cycles. Thus, rs
ij =

m∑

k=l

rsk
ij

m− l + 1
, where l and m represents, respectively, the

lower and upper cycle limits. The mean reputation value assigned by the Honest agents

to the Dishonest agent on simulation s is rs
j =

n−1∑

i=1

rs
ij

n−1 . Finally, given a set of simula-
tions s = 1, . . . , p that compose an experiment, the mean value of the Dishonest agent

is rj =

p∑
s=1

rs
j

p .
The experiments performed were classified based on two dimensions: (1) reputation
models used by the agents in the experiment (Repage, L.I.A.R. or both), and (2) rep-
utation communication method (numeric or symbolic) (Table 2). Moreover, the mixed
experiments are split in two others based on the reputation model of the Dishonest
agent. This distinction is indicated by the D/L.I.A.R. and D/Repage suffix in the exper-
iment’s name. In the other experiments, the Dishonest agent uses the same reputation
model than the Honest agents.

Table 2. Summary of experiments

ID Experiment name Reputation Reputation
Model Communication

exp1 ART/L.I.A.R. L.I.A.R. Numeric
exp2 ART/Repage Repage Numeric
exp3.1 ART/Mixed-D/L.I.A.R. L.I.A.R. and Numeric

Repage
exp3.2 ART/Mixed-D/Repage L.I.A.R. and Numeric

Repage
exp4 FOReART/L.I.A.R. L.I.A.R. Symbolic
exp5 FOReART/Repage Repage Symbolic
exp6.1 FOReART/Mixed-D/L.I.A.R. L.I.A.R. and Symbolic

Repage
exp6.2 FOReART/Mixed-D/Repage L.I.A.R. and Symbolic

Repage

3.3 Experiments Results and Analysis

Here, we present an analysis of the results obtained from the experiments in order to an-
swer the two questions posed at the beginning of this section. The complete raw results
data can be obtained at http://www.lti.pcs.usp.br/results.pdf. The analysis methodology
used to answer the questions raised on this section is based on the Student’s T-Test [1].
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The analysis performed on this section was based on the L.I.A.R. and Repage repu-
tation models attributes. For reputation model attribute, we mean the different concepts
of reputation defined in each reputation model. The L.I.A.R. reputation model defines
five different types of reputation: Direct Interaction-based Reputation (DIbRp); Indirect
Interaction-based Reputation (IIbRp); Observation Recommendation-based Reputation
(ObsRcbRp); Evaluation Recommendation-based Reputation (EvRcbRp); and Reputa-
tion Recommendation-based Reputation (RpRcbRp). Further details about those types
of reputation can be obtained in [10].
The Repage reputation model defines two reputation concepts: Image and Reputation.
Further details about those can be obtained in [6].

Effect of the expressiveness of communication. In order to analyse the effects of
the more expressive communication, it was verified if the mean value of the Dishon-
est agent’s attributes (rj) obtained on the numerical experiments (ART experiments)
were higher than the similar ones obtained on the symbolic experiments (FOREART
experiments). If so, then it means that the Dishonest agent was better identified in the
symbolic experiments than in the numerical experiments. Thus, using Student’s T-Test,
a set of hypotheses was required to demonstrate it. The general form of the hypotheses
is:

The mean value of the reputation model attribute from ART experiments is higher than
the same attribute’s mean value from the FOREART experiments. This hypothesis,
from the point of view of the reputation model attribute is expressed mathemati-
cally as QX

ART > QX
FOReART , where X is a L.I.A.R. or Repage reputation model

attribute.
In order to validate this hypothesis using the Student’s T-Test, the following test is
performed:
H0 : QX

ART <= QX
FOReART

H1 : QX
ART > QX

FOReART

The complete set of hypotheses to demonstrate the effects of the more expressive com-
munication are presented on Table 3.

Table 3. Expressiveness hypotheses

Hypothesis Reputation Attribute
Model

A L.I.A.R. DIbRp
B L.I.A.R. IIbRp
C L.I.A.R. RpRcbRp
D Repage Image
E Repage Reputation
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When applied to the results of the following pairs of experiments: (exp1, exp4),
(exp2, exp5), (exp3.1, exp6.1), (exp3.1, exp6.2), (exp3.2, exp6.1) and (exp3.2, exp6.2),
considering the risk level (α) of 0.01 and the degree of freedom of 18, those hypothe-
ses generate the results presented in Table 4 (4 means that H0 was rejected, which
confirms the hypothesis; 8 means that H0 was not rejected, thus the hypothesis cannot
be confirmed; and − (dash) means that the hypothesis is not applicable for the pair of
experiments).

Table 4. Expressiveness hypotheses result

Pair Hypotheses
A B C D E

(exp1, exp4) 8 8 8 - -
(exp2, exp5) - - - 4 4

(exp3.1, exp6.1) 8 8 8 4 4

(exp3.1, exp6.2) 8 8 8 4 4

(exp3.2, exp6.1) 8 8 8 8 4

(exp3.2, exp6.2) 8 8 8 8 4

Analysing the information in Table 4, we can verify that in most of the cases the
hypotheses D and E reject the H0 (indicated by 4) confirming those hypotheses, while
the hypotheses A, B and C do not (indicated by 8). From the reputation model point of
view, the hypotheses D and E are associated to the Repage reputation model (Image
and Reputation attributes), while the hypotheses A, B and C are associated to the
L.I.A.R. reputation model (DIbRp, IIbRp and RpRcbRp attributes). Therefore, we
can conclude that a more expressive communication about reputation has a positive ef-
fect in the accuracy of the reputation evaluation to agents that use the Repage reputation
model. However, it was not possible to infer that the more expressive communication
benefits or harms the agents that use the L.I.A.R. reputation model.
Based on these results, we conclude that the Repage reputation model has some in-
trinsic or some implementation characteristics that enables it to benefit from the more
expressive communication.

Effect of the reputation model heterogeneity. The analysis of the effect of reputa-
tion model heterogeneity was performed by testing if the mean value of the Dishonest
agent’s reputation model attributes (rj) obtained on experiments with homogeneous
reputation model were higher than the similar ones obtained on mixed experiments.
Thus, to demonstrate it using Student’s T-Test a set of hypotheses was required. The
general form of the hypotheses is:

The mean value of the reputation model attribute from experiments with homogeneous
reputation model is higher than the same attribute’s mean value from mixed exper-
iments. This hypothesis, from the point of view of the reputation model attribute
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is expressed mathematically as QX
P/M > QX

P/Mixed, where M is the reputation
model (L.I.A.R. or Repage), X is its attribute and P is the testbed platform (ART
or FOREART).
In order to validate this hypothesis using the Student’s T-Test, the following test is
performed:
H0 : QX

P/M <= QX
P/Mixed

H1 : QX
P/M > QX

P/Mixed

The complete set of hypotheses to demonstrate the effects of heterogeneous reputation
models are presented on Table 5.

Table 5. Heterogeneous hypotheses

Hypothesis Reputation Attribute Platform
Model

F L.I.A.R. DIbRp ART
G L.I.A.R. IIbRp ART
H L.I.A.R. RpRcbRp ART
I Repage Image ART
J Repage Reputation ART
K L.I.A.R. DIbRp FOREART
L L.I.A.R. IIbRp FOREART
M L.I.A.R. RpRcbRp FOREART
N Repage Image FOREART
O Repage Reputation FOREART

When applied to the results of the following pairs of experiments: (exp1, exp3.1),
(exp1, exp3.2), (exp2, exp3.1), (exp2, exp3.2), (exp4, exp6.1), (exp4, exp6.2), (exp5,
exp6.1) and (exp5, exp6.2), considering the risk level (α) of 0.01 and the degree of
freedom of 18, those hypotheses generate the results presented in Tables 6 and 7 (4
means that H0 was rejected, which confirms the hypothesis; 8 means that H0 was not
rejected, thus the hypothesis cannot be confirmed; and − (dash) means that the hypoth-
esis is not applicable for the pair of experiments).

Table 6: Hypotheses result ART

Pair Hypotheses
F G H I J

(exp1, exp3.1) 8 8 8 - -
(exp1, exp3.2) 8 8 8 - -
(exp2, exp3.1) - - - 8 8

(exp2, exp3.2) - - - 8 8

Table 7: Hypotheses result FOREART

Pair Hypotheses
K L M N O

(exp4, exp6.1) 8 8 4 - -
(exp4, exp6.2) 8 8 8 - -
(exp5, exp6.1) - - - 8 8

(exp5, exp6.2) - - - 8 8

89



Analysing the Tables 6 and 7, we can infer that in most of the cases the hypotheses
did not reject H0 (indicated by 8). This leads us to the conclusion that reputation model
heterogeneity does not have any effect on the accuracy of the Dishonest agent reputation
evaluation.

4 Conclusions

In this paper we presented some experiments using the SOARI architecture integrated
into the FOREART testbed. Those experiments were performed to answer two ques-
tions: (1) is there any improvement in the reputation evaluation accuracy when enabling
a more expressive communication? and (2) how does the heterogeneity influence the
evaluation accuracy of the dishonest agents’ reputation? The results obtained do not al-
low us to conclude that a more expressive communication about reputation or reputation
model heterogeneity provides an accurate reputation evaluation of other agents. How-
ever, the results have shown the Repage reputation model benefits from the symbolic
communication, which leads us to think that there are some intrinsic or implementation
model’s characteristics that provided it.
Since those were some preliminary experiments, the results obtained may be related to
the fact that the experiments may not be the ideal ones to assess the effects of communi-
cation expressiviness and reputation model heterogeneity. Therefore, as a future work,
we intend to design better experiments using and not using the ART and FOREART
testbeds.
Moreover, we intend to perform experiments using more and different reputation mod-
els, thus expanding the analysis related to the effects of heterogeneity on the accuracy
of reputation evaluation. Based on those results, we expect to have enough information
to perform a detailed analysis to identify the relationship between the reputation models
characteristics and the benefits of using the SOARI architecture.
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Abstract. Reputation mechanisms have been recognized one of the key tech-
nologies when designing multi-agent systems. They are specially relevant in com-
plex open environments, becoming a non-centralized mechanism to control inter-
actions among agents. Agents tackling such complex societies must use reputa-
tion information not only for selecting partners to interact with, but also in dialog
processes, like negotiation or persuasion. Some of these processes rely on argu-
ments that support agent’s points of view. This is the focus of this paper. Taking as
a base Repage, a cognitive reputation model, and its integration in a BDI architec-
ture, we highlight on the necessary elements to build an argumentation framework
(AF) that includes reputation information. We propose a general AF that allows
graded influence among arguments, and we instantiate it in the particular case of
Repage. Finally, to show the potential of the framework we illustrate a possible
exchange of arguments between two agents where one of them is seeking for new
information.

1 Introduction

Reputation mechanisms have been recognized one of the key technologies when design-
ing multi-agent systems (MAS) [1]. In this relatively new paradigm, reputation models
have been adapted to confront the increasing complexity that open multi-agent envi-
ronments bring. Thus, the figure of agents endowed with their own private reputation
model, takes special relevance as a non-centralized mechanism to control interactions
among agents. Following this line, cognitive agents using cognitive reputation models
arise as one of the most complete and generic approaches when facing very complex
societies. Usually, cognitive agent’s architectures, like BDI (Belief, Desire, Intention),
follow logic-based reasoning mechanisms, providing then a high flexibility and theo-
retically well-founded reasoning.

Such complex agents must use reputation information not only for selecting part-
ners to interact with, but also in the dialog process itself. For instance, in negotiation
processes where it is important to establish and defend certain position, reputation in-
formation may be useful to strength such position by justifying it. But at the same time
these reputation values can be justified as well. Argumentation frameworks (AF) have
been proved to be useful when facing these kinds of dialogs in MAS ([2];[3]). Usually
an argument is a set of elements of a concrete knowledge base (for instance, the set
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of an agent’s attitudes) from which can be deduced another element that wants to be
justified. An AF provides a formal framework to relate arguments among each other.

We deal with these issues by proposing a roadmap towards an argumentation frame-
work that includes Repage information. Repage is a reputation system based on a cog-
nitive theory of reputation that has been used in logical BDI reasoning processes [4]
(BDI+Repage), offering then an integrated reasoning framework. In this paper, we focus
on how reputation information can be included in argumentation frameworks, hinting at
a global and integrated AF. We take advantage of the facilities that multicontext systems
(MCS)[5] specifications offer. The construction of arguments is done by considering the
mutlicontext specification of the BDI+Repage model, following the approach defined
in [2], and by defining the appropriate influence relations among these arguments.

In section 2 we briefly introduce some preliminary concepts related to argumenta-
tion frameworks, multicontext systems and how to use them to build AF. Also, we in-
troduce a new generic argumentation framework to deal with graded influences among
arguments that will be useful when defining Repage arguments. In section 3 we specify
Repage as a MCS to define the set of possible arguments. In the same section we specify
how these arguments attack and support each other. In section 4 we put our AF to work
by stating a simple example. Finally we conclude in section 5 with the conclusions and
future work.

2 Abstract Argumentation Frameworks

An argumentation system gives a formal framework to reason over a knowledge base
with possible inconsistent information. Many formalisms have appeared in literature to
deal with argumentation ([6];[2];[7];[3]). Dung defines in [6] an abstract argumentation
system as follows:

Definition 1. An argumentation system is a tuple AF = 〈A,R〉, where A is a set of
arguments and R is a binary attack relation where R ⊆ A×A.

So, let α, β ∈ A be two arguments, if αRβ holds we say that the argument α at-
tacks argument β. From this abstract definition, several categories of argumentation
frameworks have appeared. In this case we interested in epistemic arguments, because
they are built under consequence relations and can be easily extended to logical conse-
quences, which is a key point in logic-based reasoning.

2.1 Epistemic Arguments

This category of arguments is constructed over a knowledge base with a consequence
relation. Taking the formal definition proposed in [7]:

Definition 2. An epistemic argument α is a tuple α = 〈B, b〉 such that B ⊆ K where
K is the knowledge base, and B ` b where ` is a suitable consequence relation defined
for K.

Also, we can define the abstract argumentation system for epistemic arguments as
follows:
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Definition 3. Let K be a knowledge base, we define the argumentation framework
AFK = 〈AK , RK〉 where AK is the set containing all possible consistent epistemic
arguments, and RK the attack relation on arguments of AK .

Then, to construct an argumentation framework it is only necessary to decide which
arguments are possible, and how they attack each other. Regarding this last issue, sev-
eral kinds of attack have been defined: (1) rebuttal referring to arguments with contra-
dictory conclusions, (2) assumption where the conclusions of an argument contradicts
a premise of the other, and (3) undercut, where the conclusion of an argument contra-
dicts an inference rule used in the other argument.

2.2 Extending Argumentation Frameworks

The abstract argumentation systems presented above lacks in some important features
if we consider underlying languages whose propositions have a fuzzy or probabilistic
interpretation. On the one hand, if the knowledge base has no boolean formulas, the
definition of contradictory formulas and in extension, the idea of attack may be some-
how more difficult to define. On the other hand, the previous definition does not take
into account arguments that support other arguments. This concept is very useful when
the argumentation framework wants to be used in multi-agent communication.

To cover these necessities we define an extended argumentation framework that
subsumes the previous one. The idea is to redefine the binary attack relation by means of
a binary function. Thus, the semantics of attack is replaced by the semantics of influence
in certain degree. The degree must capture both the semantics of attack and support.
Formally,

Definition 4. An extended argumentation system is a tuple AFe = 〈A,G〉, where A is
a set of arguments and G is the binary influence function such that G : A × A → M ,
where M is a partially ordered set defining a lattice.

Examples of M could be [−1, 1] ⊂ IR or {attack, none, support} where attack ≤
none ≤ support. For instance, assuming that M = [−1, 1] we could consider that 1 is
the maximum support, −1 is the maximum attack and 0 is the non-influence value. In
this example, let α, β ∈ A, if G(α, β) = 0.3 indicates that α influences β in a degree
of 0.3, or following the defined semantics, that α supports β in a degree of 0.3.

Notice that this definition subsumes the previous one. It offers more capabilities
without losing any of the previous properties. Formal definitions and properties regard-
ing this framework should be carefully studied by reformulating the original Dung’s
framework. We plan to investigate it in the future.

In the next section we show how arguments can be generated using multicontext
systems, which is the framework we use in this paper. From now on, when we use the
term argumentation framework (AF) we are referring to the extended version.

2.3 Multicontext Systems and Argumentation

In this section we introduce the notion of multicontext system and how argumentation
frameworks can be built using them.
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Multicontext systems (MCS) provide a framework to allow several distinct theoret-
ical components to be specified together, with a mechanism to relate these components
[5]. These systems are composed of a set of contexts (or units), and a set of bridge rules.
Each context can be seen as a logic and a set of formulas written in that logic. Bridge
rules are the mechanisms to infer information from one context to another.

Giunchiglia and Serafini [5] proposed the following formalization of MCS: Let I
be the set of context names, a MCS is formalized as 〈{Ci}i∈I ,4br〉:

– Ci = 〈Li, Ai,4i〉, where Li is a formal language with its syntax and semantics,
Ai is a set of axioms and 4i the set of inference rules. Thus, Li and Ai define an
axiomatic formal system, a logic for the context Ci. Beside axioms, it is possible to
include a theory Ti as predefined knowledge. All Ai, 4i and Ti are written in the
language Li.

– 4br is a set of bridge rules.

Bridge rules can be seen as inference rules among contexts. Each one has a set of
antecedents (or preconditions) and a consequent (or postcondition). When each formula
in the antecedent is true in its respective context, the consequent becomes true as well
(also in its context). A bridge rule is graphically represented as follows:

Ci1 : ϕ1, . . . , Cin
: ϕn

Cix
: ϕx

where Cik
ϕk indicates that formula ϕk belongs to the context Cik

, formulas ϕ1 . . . ϕn

are the antecedents and ϕx is the consequent.
We follow the approach given by Parsons et al. in [2] to define argumentation sys-

tems using MCS. In this approach, an argument is a set of deductive steps. Each deduc-
tive step is an expression Γ `d ϕ with d = {s1, . . . , st}, meaning that the formula ϕ
is deduced by agent i from the set of formulas Γ using the inference rules s1, . . . , st.
Thus, an argument will be composed of a set of deduction expressions (as grounds for
the argument). More formally and paraphrasing [2]:

Definition 5. An argument for the formula ϕ is a pair 〈P, ϕ〉 where P is a sorted set
of grounds {g1, . . . , gl} such that for 1 ≤ k ≤ l:

1. gl = Γl `dl
ϕ

2. for every gj where j ≤ l where
– gj = Γj `dj

Υj such that every element e ∈ Γj is in the theory of the agent or
is Υh where h < j or

– gj = Υj and Υj is in the theory of the agent.

Notice that this kind of arguments can be seen as epistemic arguments. From now
on we will use the previous definition when referring to AF. Multicontext systems then,
can be used to specify how arguments can be generated, since the behavior of bridge
rules is somehow equivalent to inference rules. Finally, to fully define an AF, it is also
necessary to define the binary influence function G, which is totally context-dependent.

Once all the components are specified as a MCS, it is possible to construct argu-
ments following the previous definition to support, for instance, the actions that agents
perform in terms of intentions, desires and beliefs, but also, in terms of the internal ele-
ments of the reputation model. In the following section, we explain the Repage system
and one possible MCS specification for it.
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3 Argumentation for Repage System

In this section we focus on argumentation issues for Repage predicates. The idea is
to specify Repage as a multicontext system, and use it to build arguments on reputa-
tion information, using the generic argumentation framework for multicontext systems
defined in section 2.3. The original Repage architecture defined at [8] has already a
modular specification that makes easy this step.

3.1 The Repage System

Regae is a computational system based on the cognitive theory of reputation described
in [9]. This theory describes a model of imAGE, REPutation and their interplay. Al-
though both are social evaluations, image and reputation are distinct objects. Image is a
simple evaluative belief; it tells that a target agent is good or bad with respect to a norm,
a standard, or a skill. Reputation is a belief about the existence of a communicated eval-
uation. Consequently, to assume that a target j is assigned a given reputation implies
only to assume that j is reputed to be good or bad, i.e., that this evaluation circulates,
but it does not imply to share the evaluation.

The Repage architecture is composed of a set of elements. The relevant one for this
paper is the memory, which stores information in terms of predicates.

In the memory, predicates are conceptually organized in distinct levels of abstrac-
tion and inter-connected. Each predicate that belongs to one of the main types (image,
reputation, shared voice, shared evaluation, valued communication and outcome) con-
tains an evaluation that refers to a certain agent in a specific role. The value associated
to a predicate as a tuple of five positive values (summing to one and representing a
probability distribution), that we call weights, plus a strength value: {w1, . . . , w5, s}.
Each value has an associated label in a rating scale: Very Bad (V B), Bad (B), Neu-
tral (N ), Good (G) and Very Good (V G). The network of dependences specifies which
predicates contribute to the values of others.

The strength associated to each predicate is function of its antecedents and of the
intrinsic properties of each kind of predicate. As a general rule, predicates that resume or
aggregate a bigger number of predicates will hold a higher strength. However, strength
is closely related to bias factors, rules that for instance, give more importance to direct
experiences than indirect experiences, and that may come from sociology or psychology
theories.

At the first level of the Repage memory we find a set of predicates not evaluated
yet by the system: communications. They can be related to two different aspects: com-
municated image, and communicated reputation. In level two we have two kinds of
predicates:

– Valued communication: The information contained in communications is modu-
lated depending on the credibility of the communication sources. This is done by
considering the images that the agent have about the source agents as informants.
Once the communications are modeled, they become valued communications.

– Outcome: The agent’s subjective evaluation of a direct interaction.
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In the third level we find two predicates that are only fed by valued communications.
On one hand, a shared voice will hold the information received about the same tar-
get and same role coming from communicated reputations. On the other hand, shared
evaluation is the equivalent for communicated images.

Shared voice predicates generates candidate reputations, and share evaluations to-
gether with outcomes, candidate images. In this fourth level candidate reputation and
candidate images aren’t strong enough to become a full reputation and image respec-
tively. New communications and new direct interactions will contribute at this level to
enrich these predicates and therefore “jump” to images and reputations. For a more
detailed explanation we refer to [8].

3.2 Preliminaries: Notation to Describe Repage Information

Let A = {i1, . . . , iN} and R = {r1, . . . , rM} be a set of agents and a set of roles, and
L ∈ IN , L > 0 the number of labels that evaluations have1. We define the set Eval of
all possible evaluations as

Eval = {< i, r, v > |i ∈ A, r ∈ R, v ∈ {[x1, . . . , xL]}}

where x1 . . . xL ∈ [0, 1] ⊂ IR and
∑L

k=1 xk = 1 (a probability distribution). We
assume that the special role I ∈ R is predefined, referring to the informant role. Then,
let e ∈ Eval, i, j ∈ A, t ∈ IN and s ∈ IR, the set P of possible predicates are:

Imgi(e), Repi(e) Image/Reputation of agent i with evaluation e
CIi(e, s), CRi(e, s) Candidate Image/Reputation of i with evaluation e and strength s
ShEi(e, s), ShVi(e, s) Shared Evaluation/Voice of i with evaluation e and strength s
Oi(e, t, s) Outcome of i at the instant t with evaluation e and strength s
vcIi,j(e, t, s), vcRi,j(e, t, s) Valued Comm Image/Reputation of i from j at the

instant t with evaluation e and strength s
cIi,j(e, t, s), cRi,j(e, t, s) Communicated Image/Reputation of i from j at the

instant t with evaluation e and strength s

For example, the predicate Imgjohn(< laura, seller, [0.6, 0.3, 0.1] >) indicates
that john has an image about laura, indicating that as a seller she acts bad with a
probability of 0.6, neutral with a probability of 0.3, and good with a probability of 0.1.

We state now some functions that will be helpful when defining attack and support
relationships.

Definition 6. Let ϕ ∈ P , type(ϕ) returns the type of the predicate and e(ϕ) returns
the evaluation object of the predicate. Assuming that e(ϕ)e =< i, r, v >∈ Eval then
ϕ.target = i, ϕ.role = r, ϕ.val = v

3.3 Specifying Repage as a multicontext System

Following the Repage architecture specified in [8] it is possible to define it as a mul-
ticontext system. To do it, we have to specify the contexts and the bridge rules. Let
e ∈ Eval, i, j ∈ A and t ∈ IN , the next table shows the list of contexts and their
respective information

1 The original definition of Repage considers only five values, but this is easy to generalize.
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Context Name Formulas
Rep-Image(RIC) Imgi(e), Repi(e)
Candidate(CaC) CIi(e, s), CRi(e, s)
Third Party(TPC) ShEi(e, s), ShVi(e, s)
Direct Experience(DEC) Oi(e, t, s)
Valued Communication(VCC) vcIi,j(e, t, s), vcRi,j(e, t, s)
Communication(CC) cIi,j(e, t, s), cRi,j(e, t, s)

Each context has a first-order logic restricted to horn clauses. Thus, it is possible
to express Repage predicates. The calculation of such predicates is done by means of
bridge rules. They should follow the specifications of the Repage architecture. In Figure
1 we show a graphical representation of the Repage as a MCS where arrows are bridge
rules. The definition of each one of the bridge rules regarding MCS-Repage is shown in
figure 1. Bridge rules AI , AR and B appear in the BDI model [4]. The later (B) refers
to the external beliefs that influence Repage. Rules AI and AR transform image and
reputation predicates into beliefs in the BDI+Repage model. In this way, the normal
BDI deductive process incorporates Repage information. They are completely defined
in [4], but are out of the scope of this paper.

Rule 1r and 2r deal with communications. After agent i receives a communicated
image (or reputation) from j, agent i takes into account the image as informant (role I)
of j before considering it. To do it, it modifies the strength of the predicate by the func-
tion fs, defined in [8]. Basically it considers that communications from agents whose
image as informants are bad, will generate valued communications with a low strength,
and consequently, will have low influence.

Rules 3r and 4r aggregate valued communications referring to the same target agent
and role, generating shared evaluations and shared voices respectively, as explained in
section 3.1. Here, function f refers to the aggregation function defined for Repage.
Distinct functions can be defined, but all of them should be based on weighted means.
A deep study on aggregation functions regarding this kind of information can be found
at [10] and [11].

Rule 5r generates candidate reputations from shared voices without taking into ac-
count any other information. Instead, rule 6r considers a shared evaluation of a given
target agent and role plus all outcome predicates over the same agent and role, to gen-
erate a candidate image. The aggregation functions are the same as before.

Finally, rules 7r and 8r generate image and reputation predicates by considering
the exact same value as candidate image/reputation but that has a strength higher than
certain threshold.

3.4 Defining a Repage Argumentation Framework

The previous specification allows us to define the set of all feasible arguments in the
Repage system. Let F be a particular instance of a Repage-MCS system, the argu-
mentation framework for F is AF = 〈HF , GF 〉 where HF is the set of all possible
arguments that can be build from F (as defined above). GF : HF × HF → M is the
influence function that we define in the following lines. We take M = [−1, 1] where 1
indicates the maximum support, −1 the maximum attack and 0 the neutral influence.

We define first the influence relation among single Repage predicates:
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1r,2r
CC : cIi,j(e, t, s)

RIC : Imgi(< j,I, v >)
V C : vcIi,j(e, t, fs(s, v))

,
CC : cRi,j(e, t, s)

RIC : Imgi(< j,I, v >)
V C : vcRi,j(e, t, fs(s, v))

3r

V C : vcIi,k1
(< j, r, v1 >, t1, s1)

. . .
V C : vcIi,kn

(< j, r, vn >, tn, sn)
T P C : ShEi(< j, r, f(v1, s1, . . . , vn, sn) >, fs(s1, . . . , sn))

4r

V C : vcRi,k1
(< j, r, v1 >, t1, s1)

. . .
V C : vcRi,kn

(< j, r, vn >, tn, sn)
T P C : ShVi(< j, r, f(v1, s1, . . . , vn, sn) >, fs(s1, . . . , sn))

5r T P C : ShVi(e, s)
CaC : CRi(e, s)

6r

T CP : ShEi(< j, r, v >, s)
DEC : Oi(< j, r, t1, v1 >, s1)

. . .
DEC : Oi(< j, r, tn, vn >, sn)

Cac : CIi(< j, r, f(v1, s1, . . . , vn, sn) >, fs(s, v))

7r,8r CaC : CIi(e, s), s ≥ thI
RIC : Imgi(e)

,
CaC : CRi(e, s), s ≥ thR

RIC : Repi(e)

Fig. 1. The Repage system specified as a MCS and the bridge rules in detail. Functions f and fs

are the aggregation functions defined for Repage.

Definition 7. The influence relation RI ⊆ PF ×PF (where PF is the set of all Repage
predicates in the system F ) is a relation that indicates which Repage predicates influ-
ence each other. In our case, predicates of the same type that refer to the same target
agent and the same role influence each other. More formally:
Let ϕ, φ ∈ PF , ϕRIφ ↔ type(ϕ) = type(φ) and e(ϕ).agent = e(φ).agent and
e(ϕ).role = e(φ).role

Furthermore, having an argument α = 〈B, b〉, we define con(α) = b (it returns the
conclusion of the argument) and supp(α) = B (it return the supporting set).

Having this, GF is defined as follows:

Definition 8. Let α, β ∈ HF then,

– Influence in the conclusion: GF (α, β) = con(α).val	con(β).val ↔ con(α)RIcon(β)
– Influence in the premises: GF (α, β) = Σ(con(α).val	con(g).val|con(α)RIcon(g))

where g ∈ supp(β)
– No influence: GF (α, β) = 0↔ it is not the case that con(α)RIcon(β), and @g ∈

supp(β) such that con(α)RIcon(g)

Function	 : V ×V → [−1, 1] (where V is the set of possible tuples {[v1, . . . , vL]}
such that v1, . . . , vL ∈ [0, 1] ⊂ IR) calculates the degree of similitude between two
evaluation values mapping it into the set [−1, 1] ⊂ IR. Several functions can be defined
for this purpose. For instance, in [11] a difference function is defined using the concept
of center of mass and momentum.

Function Σ : 2[−1,1] → [−1, 1] is an aggregation function. It is used for the case
in which an argument influences in more than one place the premises of the other argu-
ment. Examples for this function could be the average, the maximum and the minimum,
but each of them would carry different consequences:
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– Average: If Σ is defined as the average, agent would consider as no influence an ar-
gument that attack and support in the same grade another argument. The advantage
is that all grades would be taken into account for the final value.

– Max/Min: In this case, the agent would consider only the maximum/minimum
graded of all the set of influences. Again, this carries some complications, since
values closed to zero does not bring much information.

– MaxAbs: Another possibility is to define Σ as the maximum but in absolute value.
Then, the final value would be close to −1 if the maximum attack is higher that the
maximum support, and close to 1 in the other way around. Therefore, only the most
extreme grade would be consider.

Thus, playing with function 	 and Σ multiple frameworks can be defined. We plan
as future work to investigate and characterize these functions.

3.5 The BDI+Repage Specification

The previous Repage specification can be placed in a multicontext BDI model, defining
then a complete multicontext system. A possible base framework can be found in [4].
There, the BDI+Repage model is specified as MCS. It has one context for each basic
attitude: beliefs, desires and intentions, but also, it is endowed with a planner and a
communication context. The set of bridge rules performs the BDI reasoning taking into
account the Repage information. Through rules AI and AR (see figure 1) image and
reputation predicates are introduced into the belief context. These beliefs in combina-
tion with the desires and the planner context generate intentions. From the set of in-
tentions, the model instantiates concrete actions, that would represent the best possible
action. Further explanation can be found in [4]. The integrated argumentation frame-
work should be able to justify any action from the intention it was generated from, this
intention from the set of desires, plans, and beliefs, and each belief from their respec-
tive image and reputation information (if they come from Repage). Also, these Repage
predicates can be justified by the internals of Repage defined above. Since the multicon-
text scpecification of the system is already done, it should not be difficult to incorporate
the AF framework in a more generic one where also beliefs, desires and intentions
are present.We let the formal definition for this complete argumentation framework as
future work.

4 Putting the Model to Work: Seeking for Information

In this section we show how the argumentation framework that we have defined in
the previous sections can be used when agents cannot decide which action to perform
because they lack in information.

4.1 The Initial Scenario

In this example, we consider the agent i whose architecture is a BDI+Repage where
Repage has been specified as a MCS as shown in section3. Let’s assume the agent
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desires focus on obtaining a very good car. However, given the current knowledge (the
set of beliefs) the agent has about the two possible sellers (alice and bob), it can only
generate the following intention2: (Ii[buy(alice)]V GCar, 0).

An intention with grade 0 in the BDI+Repage architecture indicates that the positive
effects of achieving it are cancelled by the negative ones. In other words, there is not
benefit for the agent in pursing that intention[4]. In this situation the agent usually
would ask for more information trying to generate a new intention with positive grade
or to change the grade of this one. With an argumentation framework it has another
alternative: ask for help to detect if there is something wrong in the reasoning process
that has generated that intention.

Using the Repage+BDI architecture is easy to build an argument for the generated
intention. An example could be 〈Q, (Ii[buy(alice)]V GCar, 0)〉 where Q is:

{Imgi(< alice, seller, [0.3, 0.1, 0.6] >)} `AI
(Bi[buy(alice)]V GCar, 0.3) (1)

{Imgi(< alice, seller, [0.3, 0.1, 0.6] >)} `AI
(Bi[buy(alice)]V BCar, 0.6) (2)

{1, 2} `bdi (Ii[buy(alice)]V GCar, 0) (3)

At the same time, the justification of alice’s image can be obtained from Repage. In
our example, a possible justification could be α = 〈Pα, Imgi(< alice, seller, [0.3, 0.1, 0.6] >)〉
where Pα is3

{∅} `B cImgi,debra(< alice, seller, [1, 0, 0] >, t1, 0.8) (4)

{∅} `B cImgi,charly(< alice, seller, [1, 0, 0] >, t2, 0.8) (5)

{∅} `B Oi(< alice, seller, [0, 0, 1] >, 1) (6)

{4, Imgi(< debra, I, [0, 0, 1] >)} `1r vcIi,debra(< alice, seller, [1, 0, 0] >, t1, 0.8) (7)

{5, Imgi(< charly, I, [0, 0, 1] >)} `1r vcIi,charly(< alice, seller, [1, 0, 0] >, t2, 0.8) (8)

{8, 7} `3r ShEi(< alice, seller, [1, 0, 0] >, 0.8) (9)

{6, 9} `6r CIi(< alice, seller, [0.3, 0.1, 0.6] >, 0.9) (10)

{10} `7r Imgi(< alice, seller, [0.3, 0.1, 0.6] >) (11)

We recall here that the previous argument could be extended, since for instance, Imgi(<

debra, I, [0, 0, 1] >) has not been justified. Agents can build arguments as long or short as
they want depending on the level of detail they want to provide to the partner.

4.2 Building Counterarguments

Now, let’s assume that i has sent the previous argument to j that is using the same
argumentation framework. Agent j can try building arguments supporting or attacking
α. In general, three possibilities arise4:

1. No influential arguments: In this case, agent j is not able to construct any ar-
gument that influences this one. It means that she does not have information about
alice as a seller, but furthermore, no information about debra or charly as informants
etc. Formally, in this case for all argument γ different of α, G(α, γ) = 0.

2 this means that agent i has the intention to achieve a VGCar(very good car) by archiving the
action buy(alice). Such notation is the logical language defined in [4]

3 {∅} `B indicates that the information comes from outside the Repage system, like communi-
cations or outcomes

4 This classification leads to the definition of several classes of arguments defined in [2].
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2. Only influent arguments in premises: This is the case in which j can build an
influential argument for the supporting set of α. For instance, she may have the
argument β = 〈Pβ , Imgj(< debra, I, [0.7, 0.3, 0] >)〉 where Pβ is

{∅} `B cImgj,peter(< debra, I, [0.7, 0.3, 0] >, t1, 0.8) (12)

{12, Imgj(< peter, I, [0, 0, 1] >)} `1r vcIj,peter(< debra, I, [0.7, 0.3, 0] >, t1, 0.8) (13)

{13} `3r ShEj(< debra, I, [0.7, 0.3, 0] >, 0.8) (14)

{14} `6r CIj(< debra, I, [0.7, 0.3, 0] >, 0.8) (15)

{15} `7r Imgj(< debra, I, [0.7, 0.3, 0] >) (16)

In this case, notice that the image that i had about debra on the role I was very
good ([0,0,1]), but for agent j it is mostly bad ([0.7,0.3,0]). A possible G function
should give a value tending to −1.

3. Influent arguments in conclusion: This is the case in which j is able to build an
argument on the conclusion.

There are many heuristics an agent could use to assign relevance to counterargu-
ments (and therefore take actions according to them). For example, giving priority to
arguments of type 3 in front of arguments of type 2 and using the strength of the in-
fluence to stablish an order among arguments of the same type. Probably a dynamic
heuristic that can adapt to the context will be necessary for agents in real open MAS.
This is something that requires further study.

4.3 Acting in Consequence

After i receives the counterarguments from j she can do several things, some of them
depending on the trust it has towards j. One possibility, if the trust on j is very high,
is to accept j counterarguments and modify the knowledge base. Another possibility
is to try to attack/support j’s counterarguments. She can decide to ignore counterargu-
ments from which she can build influential arguments with high attacking grades or, on
the contrary, modify the knowledge base if she can build arguments that give support
to what j is arguing. Depending on the dialog protocol, agent i even could send again
this new arguments to j, to check whether j is capable to respond. The kind of argu-
ments i can build are the same we have explained for j in the previous section, that
is: no influential arguments, influent arguments in premises and influent arguments in
conclusion.

5 Conclusions and Future Work

In this work we have presented a roadmap towards a specification of an argumentation
framework for a cognitive BDI agent using the Repage system. Form the research ex-
plained in this paper, it should be clear that reputation models play a crucial role in the
next generation of open multiagent systems. As a future work we plan to study in detail
the influence of these models into negotiation and persuasion dialogues and extend the
study also at the BDI model. In [2] a multicontext BDI model is used to build arguments
and negotiate. We think that this model could be a good starting point for this.
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We have also shown the importance of allowing granularity in the reputation mod-
els. From a cognitive point of view we argue that in some cases, the path that the infor-
mation follows to build a final social evaluation is as important as the final value. In this
paper we hint at the importance of these paths, by using them as arguments to support
final values. Notice that without an argumentation system, seeking for information can
be reduced at asking other agents for final values, increasing then the changes to obtain
an IDontKnow answer.

Regarding the new extended argumentation framework, we plan to formally work
on it in the context of argumentation framework theory. Although no exhaustive formal
study was presented in this paper we have shown how our framework subsumes Dung’s
[6]. However a much deeper study is necessary to put it in context with other argumen-
tation models, above all, those that deal with fuzzy arguments, like the one defined in
[12].
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Abstract. We have earlier proposed an extended model for trustworthiness 
between project team members in a symmetric work relationship, consisting of 
several additional antecedents to the commonly accepted antecedents of ability, 
benevolence and integrity. Examples of these additional antecedents are 
“communality” and “accountability”. By reviewing literature on the 
measurement of trust and trustworthiness, we have operationalized and 
specified this model in several scales. In this paper we describe the resulting 
draft version of a measurement instrument of trustworthiness, called 
“TrustWorthiness ANtecendents” scale (TWAN). We also present the first 
results of an empirical evaluation of this instrument.  

Keywords: Trust; Trustworthiness; Virtual teams; Collaboration; Measurement 
Instrument 

1   Introduction 

In this paper we describe the operationalization and evaluation of an extended 
conceptual model for trustworthiness between project members in vocational 
contexts. Research on trust  has predominantly used the model of  (Mayer, Davis, & 
Schoorman, 1995) to operationalize and measure trustworthiness in organizational 
settings. The key antecedents of trustworthiness in this model are ability, benevolence 
and integrity. Mayer et.al.’s (1995) model was based on extensive literature research 
and developed within a particular domain, namely management, but with the purpose 
of integrating various content perspectives. The selection of (inclusion, deletion) of 
several antecedents mentioned in the literature was based on a conceptual analysis 
and ‘common sense’. Many researchers have used and accepted this model to define 
and measure trustworthiness, without setting up an empirical study to test the model. 
In a recent article (Schoorman, Mayer, & Davis, 2007), the original authors of the 
model urge researchers to reconsider and elaborate the model, with a special emphasis 
on the issue of measuring trust and trustworthiness in various settings. We have 
developed such an alternative model (Rusman et.al., submitted), based on an 
extensive, interdisciplinary literature review of antecedents of trustworthiness. We 
started this development because we were looking for a suitable measurement 
instrument to measure the effect of a personal identity profile on the development of 
trust between virtual project team members in a symmetric work relationship. We 
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expect that impressions of trustworthiness formed in teams which have the 
availability of a profile (designed to foster trustworthiness) in the first two weeks of a 
project are more detailed but less extreme than those formed in teams without the 
availability of such a profile (Hancock & Dunham, 2001). In order to measure this we 
needed an instrument suitable to measure trustworthiness on a personal level (between 
dyads in a symmetric work relationship) between project team members and also with 
sufficient detail to determine the effects of a profile. While reviewing existing 
measurement instruments we discovered that they were either designed to measure 
other constructs (e.g. trust propensity, overall trust, trust in asymmetric relationships) 
or had insufficient level of detail in order to serve our purposes. Thus, we developed 
an alternative model to the commonly used models and operationalized it into a draft 
version of a scale. In this paper we shortly present this model and elaborate on the 
draft version of this “TrustWorthiness ANtecendents” scale (TWAN). Moreover, we 
report the first results of an empirical study that aims to validate this scale. An 
elaboration of these results will be presented during the workshop. 

1.1   An Alternative Model for Trustworthiness: Development of a Measurement 
Instrument 

Trustworthiness is the individual’s assessment of how much and for what type of 
performance a trustee can be trusted (Hardin, 2002). People assess trustworthiness by 
collecting signs of particular characteristics of another person and these are ‘tested’ 
against their conceptual model of trustworthiness. In this way one determines for 
instance whether this person is friendly, open, reliable, consistent, etc. We have 
developed an alternative model. To develop an instrumental and operational version 
of this alternative model, we reviewed an additional 43 articles (see attachment 1 for 
an overview of reviewed literature) that reports on the development or use of specific 
scales or instruments to determine trust and trustworthiness. This resulted in an 
inventory of key methodological questions when measuring the antecedents of 
trustworthiness. Based on this inventory, we developed subscales consisting of four 
items/questions in view of each antecedent.  Positive and negative phrasing of 
questions were balanced. This resulted in an instrument with the following 
operational structure (figure 1) and related questions (table 1), called 
“TrustWorthiness ANtecendents” scale (TWAN).  The draft version of the TWAN 
scale consists of 92 questions. 
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Fig. 1. Operationalization of trustworthiness in a draft version of the TWAN scale 

Table 1. Draft version of trustworthiness measurement instrument TWAN 

 
Antecedents of trustworthiness (AT), items and variable names 

Communality (COM) 
I 1: I trust …. because he/she shares the same interests (AT_COM_int) 
I 2: I trust ….because he/she shares my expectations and goals of the project (AT_COM_goal) 
I 3: I don’t trust … because he/she has a different communication style than mine (AT_COM_com)* 
I 4: … work values are not very similar to mine (AT_COM_work)* 
Ability 
Knowledge (KNOW) 
I 5: I trust … to contribute relevant expertise to this project (AT_KNOW_expert) 
I 6: I trust ……… to indicate the limitations of his/her knowledge (AT_KNOW_limit) 
I 7: … is not very knowledgeable about his/her discipline (AT_KNOW_discip)* 
I 8: … has not so much knowledge which is relevant for the work that needs to be done 

(AT_KNOW_work)* 
Skills (SKIL) 
I 9: In his/her job … seems to work efficiently (AT_SKIL_effic) 

                                                             
* Question posed negative 
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I 10: I have full confidence in the skills of …. (AT_SKIL_conf) 
I 11: …… does not perform his/her tasks with skill (AT_SKIL_perf)* 
I 12: I cannot rely on the task-related skills of … (AT_SKIL_rel)* 
Competence (COMP) 
I 13: ………. does things competently (AT_COMP_comp) 
I 14: ………. does things in a capable manner (AT_COMP_cap) 
I 15: I feel that … is not good at what he/she does within the project (AT_COMP_good)* 
I 16: … seems to be unsuccessful in the professional activities he/she undertakes (AT_COMP_unsuc)* 
Benevolence 
Willingness to help (HELP) 
I 17: If I got into difficulties with work I know …. would try and help me out (AT_HELP_dif) 
I 18: I can trust… to lend me a hand if needed (AT_HELP_hand) 
I 19: If I required help, … would not do his/her best to help me (AT_HELP_best)* 
I 20: I feel that I can not count on … to help me with a crucial problem (AT_HELP_count)* 
Availability (AV) 
I 21: It’s usually hard for me to get in touch with ………. (AT_AV_touch)* 
I 22: … is available when I need him/her (AT_AV_avail) 
I 23: I can usually reach … when I need him/her (AT_AV_reach) 
I 24: I am not able to contact readily … when it is required (AT_AV_con)* 
Sharing (SHA) 
I 25: Even if I didn’t ask ... to share knowledge with me I  feel certain that he/she will (AT_SHA_share) 
I 26: I feel that …. keeps information from me (AT_SHA_keep)* 
I 27: … does not pass information or ideas on that can be helpful to you or the project team 

            (AT_SHA_pass)* 
I 28: … timely shares any relevant information (AT_SHA_time) 
Faith in intentions (FI) 
I 29: I think that ….. takes advantage of me (AT_FI_advant)* 
I 30: I feel that … takes advantage of people who are vulnerable (AT_FI_vuln)* 
I 31: I can rely on ………… to react in a positive way when I expose my weakness to him/her 

(AT_FI_weak) 
I 32: Sound principles seems to guide the behaviour of …  (AT_FI_princ) 
Caring (CA) 
I 33: If I share my problems with him/her, … will respond constructively and caringly (AT_CA_constr) 
I 34: … does not keep my interests in mind when making decisions (42, adapted) (AT_CA_decis)* 
I 35: … cares about the well-being of others (25, adapted) (AT_CA_others) 
I 36: … is primarily interested in his/her own welfare (16, item 1 adapted) (AT_CA_own)* 
Commitment (COMIT) 
I 37:… makes considerable investments in our working relationship (AT_COMIT_inv) 
I 38: … is not strongly committed to the project (AT_COMIT_com)* 
I 39: … does not do everything within his/her capacity to help our team perform (AT_COMIT_cap)* 
I 40: … does everything what is possible in order to meet the project goals (AT_COMIT_goal) 
Receptivity (REC) 
I 41: … makes an effort to understand what I have to say (AT_REC_eff) 
I 42: … is sincere in his/her attempts to meet my point of view (AT_REC_sinc) 
I 43:… often fails to listen to what I say (AT_REC_list)* 
I 44: Often … does not pay full attention to what I am trying to tell him/her (AT_REC_atten)* 
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Friendliness (FRI) 
I 45: If I make a mistake, … is willing to forgive (AT_FRI_mis) 
I 46: … is friendly and approachable (AT_FRI_appr) 
I 47: If …. unexpectedly laughed at something I did or said, I would wonder if he/she was being critical 

             and unkind (AT_FRI_crit)* 
I 48: If … asks why a problem occurs, I will not speak freely when I am partly to blame 

             (AT_FRI_speak)* 
Openness (OPEN) 
I 49: …. lets me know what’s on his/her mind (AT_OPEN_mind) 
I 50: ….. shares his/her thoughts with me (AT_OPEN_share) 
I 51: … doesn’t tell me what is really going on (AT_OPEN_tel)* 
I 52: … is secretive (AT_OPEN_secr)* 
Internalized norms  
Integrity (INT) 
I 53: ….. can not be corrupted (AT_INT_nocor) 
I 54: … is a corruptible person (AT_INT_cor)* 
I 55: I have faith in the integrity of … (AT_INT_fait) 
I 56: … is not honest in describing his/her experience and abilities (AT_INT_hon)* 
Discretion (DISC) 
I 57: If I give ….. confidential information, he/she keeps it confidential (AT_DISC_conf) 
I 58: ….. does not tell others about things if I ask that they be kept secret (AT_DISC_secr) 
I 59: I lack confidence in the overall discretion of … (AT_DISC_discr)* 
I 60: … talks too much about sensitive information that I give him/her (AT_DISC_sens)* 
Honesty (HON) 
I 61: I feel that … works with us honestly (AT_HON_hon) 
I 62: I think that … does not mislead me (AT_HON_mis) 
I 63: Even when … makes excuses which sound rather likely, I am not confident that he/she is telling the 

             truth (AT_HON_conf)* 
I 64: Sometimes … changes facts in order to get what he/she wants (AT_HON_fac)* 
Fairness (FAIR) 
I 65: ……… treats me fairly (AT_FAIR_fair) 
I 66: … treats me on an equal basis with others (AT_FAIR_equ) 
I 67: ….. treats others better than he/she treats me (AT_FAIR_bett)* 
I 68: … is unfair in dealings with me (AT_FAIR_unfair)* 
Loyalty (LOY) 
I 69: I can discuss problems with … without having the information used against me (AT_LOY_prob) 
I 70: …. would never intentionally misrepresent my point of view to others (AT_LOY_misp)  
I 71: If I make a mistake, … will use it against me (AT_LOY_mist)* 
I 72: If … didn’t think I had handled a certain situation very well, he/she would criticize me in front of 

             other people (AT_LOY_crit)* 
Accountability 
Reliability (REL) 
I 73: Keeping promises is a problem for … (AT_REL_keep)* 
I 74: ….. does things that he/she promises to do for me (AT_REL_prom) 
I 75: If  ….  promised to do me a favour, he/she would follow through (AT_REL_fav) 
I 76: I feel that …. will not keep his/her word (AT_REL_word)* 
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Consistency (CONS) 
I 77: …… behaves in a very consistent manner (AT_CONS_con) 
I 78: I sometimes ignore ……….. because he/she is unpredictable and I fear writing or doing something 

             which might create conflict (AT_CONS_unpr)* 
I 79: I seldom know what …… will do next (AT_CONS_nex)* 
I 80… responds the same way under the same conditions at different times (AT_CONS_dif) 
Self-confidence (SEC) 
I 81: .… has high self esteem (AT_SEC_est) 
I 82: I think that …. is very self-confident (AT_SEC_conf) 
I 83: I feel that … is insecure of her/himself (AT_SEC_insec)* 
I 84: … has low self esteem (OI) (AT_SEC_lowest)* 
Persistence (PER) 
I 85: Even in hard working circumstances, I can count on …. to follow through on work commitments 

             (AT_PER_com) 
I 86: In the face of difficulties I can count on …. to solve problems and meet work commitments in time 

             (AT_PER_prob) 
I 87: In difficult working circumstances … fails to follow through on work commitments 

             (AT_PER_fai) * 
I 88: When encountering problems … lacks the courage to constructively start working on them 

             (AT_PER_constr)* 
Responsibility (RES) 
I 89: I can rely on …. not to make my work more difficult by careless work (AT_RES_dif) 
I 90: I feel that…. tries to get out of his/her work commitments (AT_RES_com)* 
I 91: … would go on with his/her work even if nobody checked it (AT_RES_work) 
I 92: … readily denies responsibility for problems incurred by his/her mistakes (AT_RES_prob)* 

 
To test our alternative model, we focused on the following questions: 

− Is the proposed conceptual model valid? (construct validity) 
− Do the questions in the questionnaire measure what they intend to 

measure? Can the proposed measurement instrument indeed distinguish 
between different levels of  trustworthiness (content validity)?  

− Do the questions represent the underlying latent variable which they 
intend to measure (unidimensionality)? Can they also distinguish 
between the other latent variables underlying trustworthiness 
(discriminant validity)? 

− Is the questionnaire internally consistent (reliability)? 

2   Method 

In order to test our model and measurement instrument we set up an empirical study 
at the Ghent University, Belgium. To consider the language background of the 
respondents, we translated the English version of the questionnaire into Dutch. This 
translation was checked independently by two experts. 
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2.1   Nature of the Research Instrument 

The questionnaire – presented above - contained open, as well as close-end questions. 
Open-ended questions referred to background variables of respondents, such as 
gender, age, organization, function, duration of the project they were working in, 
goals of the project, number of people participating in the project work, degree of 
personal acquaintance with other project team members and the means of 
communication within the project (e.g., face to 
face/audioconferencing/videoconferencing). In this paper we concentrate on the 
results of the close-ended questions. These questions referred to the antecedents of 
trustworthiness and reflect the items represented in Table 1. All items/questions were 
shuffled in the final version of the questionnaire, to prevent bias interference when 
replying to subsequent items. Respondents could not recognize the relationship 
between questions and a specific  antecedent. Respondents were asked to react to 
individual questions with a 7-point Likert scale: (1) Strongly disagree , (2) Disagree, 
(3) Slightly disagree, (4) Neutral, (5) Slightly agree, (6) Agree and (7) Strongly agree. 
Respondents were asked to react to the questionnaire items twice by keeping a person 
in mind which they trusted most and least within one specific project context. We 
expected, in this way, to trace differences in measurement related to trustworthiness, 
but limiting respondents in their choice of extreme examples while they could only 
choose one project context. 

2.2 Procedure   

The data were collected by trained bachelor level research-students, enrolled in  the 
Educational Sciences program at the Ghent University. These students worked in 
groups of 10 and were given a detailed research portfolio containing all practical 
materials needed to perform the study. Students received questionnaires, an 
instruction, a list with the scales and items and the names of the variables together 
with a predefined excel-file, containing the variable names fixed in the columns and 
in the same order as the questions were posed in the questionnaire. They were 
instructed in the guest lecture, but also received paper instructions on how to perform 
the research. Each group gathered data from 50 professionals having concrete 
experience with project work  in their professional context. It has to be stressed that 
this sampling technique results in a “convenience sample”, and does not guarantee 
that a specific stratification of the population is mirrored in the final sample. All data 
had to be entered and processed on the base of the pre-structured excel files. All 
materials, including  the paper versions of the questionnaires, were handed in. The 
data collection process was organized during a period of 5 weeks. 

Respondents were told that the responses on this questionnaire would be kept 
anonymous and that it would take about 15 minutes to complete the questionnaire. 
They were instructed to fill out the questionnaire, whilst keeping in mind a project 
they had encountered during work or study in which they had to collaborate with at 
least two other people in order to achieve an objective and were strongly dependent 
on these other project members. They were also asked to choose this context based on 
a difference in the trustworthiness of the different team members. Their project 
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experience could be positioned in a face to face setting, an online setting or in a mix 
of these forms.  
 
 
2.3 Characteristics of the Research Sample  
 
On the base of the procedure, described in the former section, a data set was obtained 
from 1180 respondents. Because the questionnaire also contained a number of open 
questions (e.g. about the organization and job function of the respondent), the 
legitimacy of the data records was screened (e.g., including an analysis of the 
handwriting). Although initially it seemed that four respondents failed to fill the 
questionnaire well, it turned out to be a data processing error. None of the respondents 
needed to be excluded, leaving all 1180 respondents. 

 
52% of the respondents were male, 48% female. The age of respondents varied 

between 17 and 71, with a mean age of 39, although the majority of respondents fell 
between 20 and 55 (see figure 2). We observe two broad types of respondents: 
advanced students who probably already experienced project work during their study 
(age group 17 till 29) and employees of professional organizations (age group 30 till 
71 (see figure 2). The majority of the respondents belonged to the latter group.  Group 
size of the project teams was reported by 82% of respondents to be between 2 to 13 
project team members.  

  
Fig. 2. Age of respondents 

2.4   Data Analysis 

Reliability of the TWAN scale will be assessed by determining the internal 
consistency of the questionnaire, using Cronbach’s alpha or the mean inter-item 
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correlation. Reliability will be considered for each of the clusters of items in the 
instrument, reflecting the same antecedent. 
 Additional data analysis is aimed at the validation of concepts (content and 
construct validity) of the TWAN scale. This will be done by confirmatory factor 
analysis and structural equation modeling (SEM). We can also compare the scores of 
the most trustworthy person and least trustworthy person and analyze the nature of 
observed differences.  
 
First analysis indicate that our model underlying the TWAN scale will partly hold 
after empirical evaluation and that trustworthiness can be determined by measuring 
four latent variables of ability (6 items), benevolence (12 items), internalized norms 
(10 items) and accountability (7 items) by in total 25 items. We did not succeed to 
operationalize the latent variable ‘communality’ in an internal consistent manner 
(Cronbach’s  alpha of 0.45). 

3   Conclusion and Future Work 

On the basis of an earlier study (Rusman et.al., submitted), we developed an 
alternative model to the model presented by Mayer, Davis and Schoorman’s (1995). 
Next to a description of this extended model and the operationalization in the TWAN 
scale, we described the approach to involve a large scale convenience sample in an 
empirical test of this scale. Current analysis of the available data shed a clear light on 
the appropriateness of the respondent group. We will further evaluate the reliability of 
the instrument and next – and foremost –  the structure validity of the instrument. 
Based on structural equation modeling, it will become possible to analyze the 
relationships between the antecedents and dependent variables. 

 
In future work we also intend to apply the – empirically tested model - to study the 

impact of profiling techniques that are hypothesized to foster and support 
trustworthiness decisions in virtual project teams in the initial phases of a project. We 
expect that team members with a personal profile will develop in a more rapid way a 
completer image/impression of trustworthiness and underlying antecedents as 
compared to team members without a clear profile. We also expect these people to 
express less extreme judgments about trustworthiness of project team members.  
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Abstract. Autonomous agents, in ways analogous to humans, require
trust and reputation concepts in order to identify communities of agents
with which to interact reliably. Through the introduction of naive agents,
this paper shows empirically that while learning agents can identify mali-
cious agents through direct interaction, naive agents compromise utility
through their inability to discern malicious agents. Moreover, the im-
pact of the proportion of naive agents on the society is analyzed. The
paper demonstrates the need for witness interaction trust to detect naive
agents in addition to the need for direct interaction trust to detect mali-
cious agents. By proposing a set of policies, the paper demonstrates how
learning agents can isolate themselves from naive and malicious agents.

1 Introduction

Trust is a crucial concept driving decision making and relationships in human
and artificial societies. According to Jarvenpaa et al.[5], trust is an essential
aspect of any relationship in which the trustor does not have control over the
actions of a trustee, the decision is important, and the environment is uncertain.
This paper uses the same definition of trust presented by Mui et al. [7]: “Trust
is a subjective expectation an agent has about another’s future behavior based
on the history of their encounters”. This definition is consistent with image

discussed by Sabater et. al [9].
Trust and reputation models assist agents in deciding how, when and who

to interact with in a specific context [8]. In other words, an agent must be able
to model trustworthiness of potential interaction partners and make decisions
based on that. It is the position of this paper that the main utility of trust and
reputation models is minimizing the risk of interacting with others by avoiding
interacting with malicious agents. With this view in mind, the principal objective
of such models is the detection of untrustworthy agents.

Most computational trust and reputation models are designed and evaluated
based on the assumption that the agent society only embraces two types of
agents: trust-aware and malicious. In our view, an agent society should include
another type of agent called a naive agent. Naive agents are naive in terms of
deciding how, when and who to interact with while always cooperating with other
agents. The effects of naive agents on trust-aware individuals and the whole of
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society have not been analyzed to date. This observation motivates the work
reported in this paper.

Our contributions include the introduction of the concept of a naive agent,
analyzing the impact of this agent class on agent societies using a game-theoretic
model on a simulation platform, and a strategy proposal for trust-aware agents
to deal with them. While ART [3] aims to provide a unified platform for trust
model evaluation it does not consider variables that are central to the evaluation
proposed in this paper. Therefore, in order to evaluate our model, we design our
own testbed which is described in section 4.

The remainder of this paper proceeds as follows. After describing the related
work in Section 2, we discuss the environment model of agents in Section 4. We
describe the agent model in Section 5, and experiments in Section 6. Finally,
conclusions and future work are explained in Section 8.

2 Related Work

The body of research on trust and reputation models is large; a review of which
can be found in [8] and [11]. Here we limit our discussion to models that incor-
porate multiple information sources or express the importance of doing so.

Regret [10] is a decentralized trust and reputation system which takes into
account three different sources of information: direct experiences, information
from third party agents and social structures. The direct trust, witness reputa-
tion, neighborhood reputation and, system reputation are introduced in Regret.

Yu and Singh developed an approach for social reputation management, in
which they represented an agent’s trust ratings regarding another agent as a
scalar and combined them with testimonies [15]. Yu et al. have proposed the trust
model in peer-to-peer systems in which each peer has its own set of acquaintances
[14]. The acquaintance’s reliability and credibility are included in this model but
are not used to drive the selection of new acquaintances as proposed here.

Huynh et al. introduce a trust and reputation model called FIRE that in-
tegrates a number of information sources to estimate the trustworthiness of an
agent [4]. Specifically, FIRE incorporates interaction trust, role-based trust, wit-
ness reputation, and certified reputation to provide a trust metric. FIRE does
not consider malicious witness providers because it assumes agents are honest
in exchanging information. The research reported here explicitly deals with in-
accurate witness providers.

In the Social Interaction Framework (SIF) [12], agents are playing a Pris-
oner’s Dilemma set of games with a partner selection phase. Each agent receives
the results of the game it has played plus the information about the games played
by a subset of all players. An agent evaluates the reputation of another agent
based on observations as well through other witnesses. However, SIF does not
describe how to find witnesses, which the model reported here does.

There are few trust models which consider the existence of an adversary in
providing witness information and present solutions for dealing with inaccurate
reputation, essentially the problem of naive agents of interest here. TRAVOS
[13] models an agent’s trust in an interaction partner. Trust is calculated using
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probability theory that takes account of past interactions and reputation infor-
mation gathered from third parties while coping with inaccurate reputations. Yu
and Singh [16] is similar to TRAVOS, in that it rates opinion source accuracy
based on a subset of observations of trustee behavior.

3 Naive Agent

We define a naive agent as follows: a naive agent is incapable of properly decid-
ing how, when and with whom to interact. In this sense, it fails to detect and
stop interacting with untrustworthy agents due to the lack of proper assessment
of other agents. They are optimistic such that they consider all other agents
completely trustworthy and always cooperate with every member of the society.
Naive agents usually do not have any malicious intention.

Examples of naive agents can be seen in many places. On eBay, sellers receive
feedback (+1, 0, -1) in each auction and their reputation is calculated as the sum
of those ratings over the last six months. It can be observed that there are many
users (buyers) who do not receive satisfactory goods or services but they rate
the sellers highly and even continue interacting with them. We see these users as
naive users. In peer-to-peer file sharing systems free riding is a well-documented
problem (e.g., BitTorrent). Free-riders do not share enough or appropriate files
while benefiting from the society by downloading files from peers. It is observable
that there are some users in these systems who are incapable of detecting free-
riders and share all of their files to everyone in the society. These peers follow
our definition for naive agents.

4 Environment Model

The majority of open distributed computer systems can be modeled as multi-
agent systems (MAS) in which each agent acts autonomously to achieve its
objectives. In the model presented here, heterogeneous agents interact in a game
theoretic manner. The model is described in the following 3 subsections.

4.1 Interactions

An agent interacts with a subset of all agents. Two agents are neighbors if both
accept each other as a neighbor and interact with one another continuously. An
agent maintains the neighborhood set which is dynamic, changing based upon the
agent’s decisions. Agents can have two types of interactions with their neighbors:
Direct Interaction and Witness Interaction.
Direct Interaction. Direct interaction is the most popular source of informa-
tion for trust and reputation models [11, 8]. Different fields have their own inter-
pretation and understanding of direct interaction. In the context of e-commerce,
direct interaction might be considered to be buying or selling a product.
Witness Interaction. An agent can ask for an assessment of the trustworthi-
ness of a specific agent from its neighbors and then the neighbors send their
ratings of that agent to the asking agent. We call this asking for an opinion and
receiving a rating, a Witness Interaction .
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4.2 Games: IPD and GPD

We have modeled direct interaction and witness interaction using two extensions
of the Prisoner’s Dilemma. The Prisoner’s Dilemma is a non-zero-sum, non-
cooperative, and simultaneous game in which two players may each “cooperate”
with or “defect” from the other player. In the iterated prisoner’s dilemma (IPD)
[1], the game is played repeatedly. Therefore, each player has the opportunity
to “punish” the other player for previous uncooperative play. The IPD is closely
related to the evolution of trust because if both players trust each other they
can both cooperate and avoid mutual defection. We have modeled the direct
interaction using IPD.

Witness Interaction is modeled by the Generalized Prisoner’s Dilemma (GPD)
[2]. GPD is a two-person game which specifies the general forms for an asym-
metric payoff matrix that preserves the social dilemma. GPD is compatible with
client/server structure where one player is the client and the other one is the
server in each game. It is only the decision of the server which determines the
ultimate outcome of the interaction.

4.3 Cooperation and Defection

We define two kinds of Cooperation and Defection in our environment:
(1) Cooperation/Defection in Direct Interaction (CDI/DDI) and (2) Cooper-
ation/Defection in Witness Interaction (CWI/DWI).

CDI/DDI have different interpretations depending on the context. In the
context of e-commerce, defection in an interaction can be interpreted as the
agent not satisfying the terms of a contract, selling poor quality goods, delivering
late, or failing to pay the requested amount of money to a seller [8]. CWI means
that the witness agent will provide a reliable and honest rating for the asking
agent regarding the queried agent. In contrast, DWI means that the witness
agent provides a false rating or hides its rating for the asker agent regarding the
queried agent.

5 Agent Model

In this section, we present two types of trust variables which help agents deter-
mine with whom they should interact. Furthermore, three types of policies will
be presented: direct interaction policy, witness interaction policy, and connection
policy which assist agents in deciding how and when they should interact with
another agent.

5.1 Trust Variables

Based on the two kinds of cooperation/defection explained in section 4.3, two
dimensions of trust are considered. The motivation for having two trust variables
is that we believe trustworthiness has different independent dimensions. For
instance, an agent who is trustworthy in a direct interaction is not necessarily
trustworthy in a witness interaction.
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Each trust variable is defined by Ti,j(t) indicating the trust rating assigned
by agent i to agent j after t interactions between agent i and agent j, while
Ti,j(t) ∈ [−1, +1] and Ti,j(0) = 0. One agent in the view of the other agent can
have one of the following levels of trustworthiness: Trustworthy, Not Yet Known,
or Untrustworthy. Following Marsh [6], we define for each agent an upper and a
lower threshold to model different levels of trustworthiness. The agent i has its
own upper threshold −1 ≤ ωi ≤ 1 and lower threshold −1 ≤ Ωi ≤ 1. Agent j is
Trustworthy from the viewpoint of agent i after t times of interactions if and only
if Ti,j(t) ≥ ωi. Agent i sees agent j as an Untrustworthy agent if Ti,j(t) ≤ Ωi

and if Ωi < Ti,j(t) < ωi then the agent j is in the state Not Yet Known.
Direct Interaction Trust (DIT). Direct Interaction Trust (DIT) is the

result of CDI/DDI. Each agent maintains DITi,j(t) variables for the agents
having had direct interactions with them. We used the following trust updating
scheme motivated by that proposed in [15]:
DITi,j(t + 1) =





DITi,j(t) + αD(i)(1 − DITi,j(t)) DITi,j(t) > 0 , CDI

(DITi,j(t) + αD(i))/(1 − min(|DITi,j(t))| , |αD(i)|) DITi,j(t) < 0 , CDI

(DITi,j(t) + βD(i))/(1 − min(|DITi,j(t))| , |βD(i)|) DITi,j(t) > 0 , DDI

DITi,j(t) + βD(i)(1 + DITi,j(t)) DITi,j(t) < 0 , DDI
Where αD(i) > 0 and βD(i) < 0 are positive evidence and negative evidence

weighting coefficients respectively for updating of the direct interaction trust
variable of agent i. The value of DITi,j(t), ωDIT

i and ΩDIT
i determine that the

agent j is either trustworthy, Not Yet Known or Untrustworthy in terms of direct
interaction from the perspective of agent i.

Witness Interaction Trust (WIT). Witness Interaction Trust (WIT) is
the result of the cooperation/defection that the neighbors of an agent have
with the agent regarding witness interaction (CWI/DWI). Agent i maintains
a WITi,j(t) variable for the agent j from whom it has received witness infor-
mation. The updating scheme of WITi,j(t) is similar to the one presented for
DITi,j(t) but CDI and DDI should be replaced by CWI and DWI respectively
and αD(i) > 0 and βD(i) < 0 is replaced with αW (i) > 0 and βW (i) < 0 re-
spectively. Where αW (i) > 0 and βW (i) < 0 are positive evidence and negative
evidence weighting coefficients respectively for updating of the witness interac-
tion trust variable of agent i. The value of WITi,j(t), ωWIT

i and ΩWIT
i determine

that the agent j is either Trustworthy, Not Yet Known or Untrustworthy in terms
of witness interaction from the perspective of agent i.

5.2 Agent Policy Types

The perceptions introduced above allow agents to determine the trustworthiness
of other agents. Policies use this information to decide upon future interactions.
Direct Interaction Policy (DIP). This type of policy assists an agent in
making decisions regarding its direct interactions.
Witness Interaction Policy (WIP). This type of policy exists to aid an agent
in making two categories of decisions related to its witness interactions. First,
agents should decide how to provide the witness information for another agent
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on receiving a witness request. Should they manipulate the real information and
forward false witness information to the requester (an example of defection) or
should they tell the truth? The second decision is related to when and from
whom the agent should ask witness information.

We defined two sub witness interaction policies: Answering policy (AP) and
Querying policy (QP). The former covers the first category of decisions men-
tioned above while the latter is for the second category.
Connection Policy (CP). This type of policy assists an agent in making
decisions regarding whether it should make a request for connection to other
agents and whether the agents should accept/reject a request for a connection.
Disconnection Policy (DP). DP aids an agent in deciding whether or not it
should drop a connection to a neighbor.

5.3 Experimentally Evaluated Policies

We here explain policies employed in our experiments.
Direct Interaction Policies. Three kinds of DIPs used in our experiments
are: Always Cooperate (AC), Always-Defect (AD), and Trust-based Tit-For-Tat
(TTFT)1. Agents using the AC policy for their direct interactions will cooper-
ate with their neighbors in direct interactions regardless of the action of their
neighbor. In contrast, agents using the AD policy will defect in all neighbor in-
teractions. Agents employing TTFT will start with cooperation and then imitate
the neighbors’ last move as long as the neighbors are neither trustworthy nor
untrustworthy. If a neighbor is known as untrustworthy, the agent will defect
and if a neighbor is known as trustworthy, the agent will cooperate with it.
Connection Policy. Three kinds of connection policies are used in our ex-
periments: Conservative (C), Naive (N), and Greedy (G). There is an internal
property for each of these policies called Socializing Tendency (ST) which dra-
matically effects decisions for making a connection request and the acceptance
of the connection request. All three connection policies use Algorithm 1 with
different values for the ST variable. According to Algorithm 1, any connection
request from other agents will be accepted regardless of value of ST but the
agent will acquire unvisited agent IDs if its number of neighbors is less than ST.
We set the value of ST to be 5, 15, and 100 for Conservative, Naive, and Greedy
connection policies respectively.
Witness Interaction Policy. We have specified three kinds of answering
policies (AP): Honest (Ho), Liar (Li), and Simpleton (Si). All these sub-policies
use the pseudo-code presented in Algorithm 2 while differentiating in the assign-
ment of opinion variable (refer to * in Algorithm 2). The asterisk should be
replaced by DITi,j(t), “−1 ∗DITi,j(t)”, or 1 for Honest, Liar, or Simpleton pol-
icy respectively. An agent employing the Liar policy gives manipulated ratings
to other agents by giving high ratings for untrustworthy agents and low ratings
for trustworthy ones. The Simpleton policy ranks all other agents as trustworthy

1 Always Cooperate and Always Defect have been called unconditional cooperation
and unconditional defection respectively in game theory literature.
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Algorithm 1 Connection Policies

{CRQ is a queue containing the connection requests}
if CRQ is not empty then

j = dequeue(CRQ)
connectTo(j)

end if

if size(neighborhood) < ST then

j = get unvisited agent from list of all known agents
if ∃j 6= null then

requestConnectionTo(j)
end if

end if

but the Honest policy always tells the truth to everyone. CWI/DWI will be sent
based on whether the forwarding opinion is in contradiction with the internal
trust value of an agent or not. If the difference between them is less than the Dis-
crimination Threshold (DT), an agent will send CWI otherwise DWI is sent. In
this sense, Liar always defects, Honest always cooperates, and Simpleton some-
times defects (by rating high untrustworthy agents) and sometimes cooperates
(by rating low trustworthy agents) in providing the witness information. Note
that DT is set to the value of 0.25.

Algorithm 2 Answering Policy

if receiving a witness request about j from k then

opinion = ∗
send opinion to k

if |opinion − DITi,j(t)| < DT then

Send CWI to k after TW time steps
else

Send DWI to k after TW time steps
end if

end if

Using the querying policy (QP) presented in Algorithm 3, the agent asks
for witness information from its all neighbors regarding one of the untrustworthy
agents which has already interacted with the given agent. As a result, the agent
can understand which neighbors are capable of detecting untrustworthy agents.

Disconnection Policy. We have utilized three kinds of disconnection poli-
cies in our experiments: Lenient (Le) , Moderate (Mo), and Strict (St). Using
the Lenient policy, an agent will never drop any connections. An agent which
uses the Moderate policy will disconnect from the neighbor known as an untrust-
worthy agent in terms of direct interaction. An agent with the Strict connection
policy disconnects from the neighbor which is known to be untrustworthy either
in direct interactions or in witness interactions.
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Algorithm 3 Querying Policy

{BlackList: a list of known untrustworthy agents in terms of direct interactions}
if BlackList is not empty then

j = select randomly j from BlackList
Ask for witness information about j from all neighbors

end if

6 Experiments
We have empirically analyzed our agent types on both microscopic and macro-
scopic levels. On the macro level, we studied how society structure changes over
interactions. On the micro level, the utility of agents is examined.

UAT (i), the average of utilities for agents with the type of AT at time step

i, is calculated by: UAT (i) =

∑
a∈AT

UAvg(a,i)

NAT
, where UAvg(a, i) is the average

of utility of agent a over its interactions at time step i and NAT is the total
number of agents in the society whose type is AT . The utility of each interaction
is calculated as follows: If agent i defects and agent j cooperates, agent i gets the
Temptation to Defect payoff of 5 points while agent j receives the Sucker’s payoff
of 0. If both cooperate each gets the Reward for Mutual Cooperation payoff of
3 points, while if both defect each gets the Punishment for Mutual Defection
payoff of 1 point.

We have used the agent types presented in Table 1 for all experiments.

Name Naive Malicious Trust-Aware(TA) Trust-Aware+(TA+)

Trust - - DIT DIT&WIT

DIP AC AD TTFT TTFT

CP N G C C

DP Le Le Mo St

AP Si Li Ho Ho

QP - - - QP
Table 1. Agent Types and Specifications

Experiment 1. We run the simulation with the population size of 200 agents
where TA agents cover 66% of population and the rest are Malicious agents.
The objective of this experiment is to understand whether cooperation emerges
between TA agents while they isolate themselves from Malicious agents.

Different stages of this simulation are depicted in Figure 1, where TA agents
and Malicious agents are in green (light gray in white-black print) and in black
respectively. Starting from an initially unconnected society (Figure 1a) Malicious
agents are quickly discovered (Figure 1c) and are completely isolated by time
step 400 (Figure 1f).

Experiment 2. We run 200 agents where 55%, 11% and 34% of population
are TA, Naive and Malicious agents respectively. The structure of the agent
society after 400 time steps is presented in Figure 2a. Malicious and Trust-
Aware agents are shown with the same colors of the previous experiment and
blue squares with white “+” represent Naive agents. With the introduction of
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(a) Time Step 1 (b) Time Step 20 (c) Time Step 60

(d) Time Step 180 (e) Time Step 340 (f) Time Step 400

Fig. 1. Structural changes of Agents Society in Experiment 1

Naive agents, we could not achieve separation of Malicious and TA agents seen
in Experiment 1. Since TA agents perceived Naive agents as trustworthy agents
in direct interaction so they maintain their connections with Naive agents. On
the other hand, since Naive agents accept all connection requests and do not
drop any connections, they will be exploited by Malicious agents. As illustrated
in Figure 2a, TA agents are connected indirectly to Malicious agents by means
of Naive agents. Figure 2b shows Naive agents acting a buffer between the 2
other agent communities for a 30 agent simulation.

(a) 200 Agents (b) 30 Agents

Fig. 2. The Final Society Structure in Exp. 2

Figure 3 shows the U of each agent type over the course of the simulation.
UTA increases over the simulation with small fluctuations. The more UTA gets
close to 3, the higher the proportion of interactions of TA agents are mutual
cooperation. UMalicious is increasing due to connecting to more Naive agents.
The UNaive drops over the course of simulation since the number of their connec-
tions with Malicious agents increases. All three graphs stabilize before time step
350, which is the result of not establishing new connections by any agents. Not
requesting any connections can be the result of reaching the ST threshold (e.g.,
Naive and Trust-Aware) or scanning all of the agents (e.g., Malicious agents).
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Fig. 3. U of agent types over simulation

Experiment 3. This experiment intends to show the effect of a varying
proportion of Naive agents. We have run five simulations of 200 agents with dif-
ferent proportions of Naive and Trust-Aware agents while maintaining Malicious
agents unchanged as shown in Table 2.

Agent Type Population
Pop1 Pop2 Pop3 Pop4 Pop5

Malicious 34% 34% 34% 34% 34%

Naive 0% 11% 22% 33% 44%

Trust-Aware 66% 55% 44% 33% 22%
Table 2. Population Distributions of Experiment 3

Figure 4 presents U of each agent type at time step 400 for each of the runs.
By increasing the proportion of Naive agents, UMalicious increases considerably
although the proportion of Malicious agents is unchanged. UTA in all runs stays
at 3 indicating that the proportion of Naive agents does not influence UTA.
UNaive increases slightly because Malicious agents have more choices to connect
to Naive agents and to satisfy their ST threshold. For Pop5, the UMalicious ex-
ceeds that of TA agents. As a consequence, in such societies, there is no incentive
to be a Trust-aware agent since Malicious agents have better utility, that is all
the outcome of having a high proportion of Naive agents in the society.

Experiment 4. We run 200 agents where 55%, 11% and 34% of the pop-
ulation are Trust-Aware+ (TA+), Naive and Malicious agents respectively. The
structure of the agent society at three points in the simulation are presented in
Figure 5. Malicious and Naive agents are shown with the same colors of pre-
vious experiments and TA+ agents are presented in green. It is interesting to
observe that Naive and Malicious agents are isolated from the TA+ agents. By
using multi-dimensional trust (DIT and WIT) and the Strict disconnecting pol-
icy, TA+ agents could identify both Malicious and Naive agents to isolate them
from their community. Naive agents are detected based on their failure to pro-
vide the appropriate witness information while Malicious agents are recognized
by their defections in direct interactions.
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(a) Time Step 1 (b) Time Step 180 (c) Time Step 400

Fig. 5. Structural changes of Agents Society in Experiment 4

7 Discussion

The isolation of untrustworthy agents from a society of agents is considered one
of the main objectives of trust models [15]. Experiment 1 demonstrates that
malicious agents can be isolated using DIT when naive agents are absent. Ex-
periments 2 and 3 demonstrate how the proportion of naive agents affects the
utility of malicious agents and society structure. When this proportion exceeds
some threshold, malicious agents have the best utility in the society and con-
sequently there is no incentive for trust-aware agents to stay trustworthy. In
contrast, they are motivated to be malicious to exploit naive agents too. Experi-
ment 4 shows how adding WIT allows naive agents to be detected. In this sense,
TA+ agents assessed the ability of their neighbors in detecting malicious agents.
Those agents which fail in this assessment turn out to be naive agents.

8 Conclusion and Future Work

Naive agents strongly degrade the value of DIT in trust-aware agent societies.
Our results demonstrate that naive agents help malicious agents survive by co-
operating with them directly (by providing good services) and indirectly (by
giving a good rating for them).

By proposal of a set of policies and trust variables, we show that trust-
aware agents need multi-dimensional trust models to separate malicious and
naive agents from the trustworthy community.
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We plan to extend the proposed trust model for other sources of information
such as observed interactions. Then, we are interested in modeling agents which
are naive in observing the results of interaction. It would be interesting to see
the effect of naive agents in reputation variable (systems) where the ratings
regarding the specific agents will be gathered from naive neighbors.
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Abstract. Trust is an essential aspect that influences human interac-
tions in societies. By extension, trust has been viewed as an integral
component of agent decision making in the context of multiagent sys-
tems (MASs). Various formal and semi-formal trust schemes, motivated
by diverse considerations and influenced by various fields of study, has
been proposed, implemented, and evaluated. We believe that there still
exists a pressing need for developing a comprehensive trust manage-
ment scheme that addresses most, if not all, issues surrounding trust
development, maintenance, and use. Accordingly, we present a general
and comprehensive trust management scheme. In the process we provide
our own operational definition of trust motivated by uncertainty man-
agement and utility optimization. We identify the various components
required of a comprehensive trust management scheme and their rela-
tionships. We elaborate on the necessary properties and requirements
of such a scheme and illustrate it by referring to existing literature on
trust in MAS. We also identify Engagement as a relatively unexplored
area of trust management and demonstrate how learning techniques for
balancing exploration and exploitation can satisfy such a requirement.
We also analyze the well-known ART testbed, developed for evaluating
and comparing trust management schemes, fosters the development of
comprehensive trust schemes as proposed in our framework. We further
illustrate the effects of different Engagement decision modules in a pro-
curement domain.

1 Introduction

The routine operation of human societies critically depend on the smooth and
effective functioning of individual agents and their interactions. It is hard to over-
state the significance of key aspects of human cognition, inference and reasoning
mechanisms like learning, problem solving, planning, language understanding,
etc. on the richness, robustness and vitality of human behavior in diverse so-
cietal interactions. A core component of human reasoning in societal settings
is the use of trust. Trust is truly a multi-dimensional and multi-faceted, even
somewhat nebulous, concept and is used to capture a somewhat loosely related
set of influences on human decision-making. We will discuss some attempts to
characterize trust and its influence on decision-making, though no one definition
appears to encompass all aspects of trust in human societies as we normally
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perceive it. This is not particularly uncommon though among anthropomorphic
concepts that have been studied in the context of computational models and is
not necessarily a problem for artificial intelligence and multiagent systems re-
searchers. For example, research on learning by AI and MAS researchers have
been quite productive while branching into somewhat disjoint tracks such as
supervised and unsupervised learning.

Research in computational trust models started in earnest only in the mid to
late 1990s. While some researchers have attempted to formalize the role of trust
in multiagent interactions, others have proposed trust models that allow agents
to represent, update, and use their trust in other agents and services in their
environment. Though notable advances have been made, we believe it would be
productive to reflect on the aspects of trust that have received fair treatment
from researchers and those that have been relatively unexplored. This reflective
evaluation of the requirements of trust model and the availability of matching
trust models can identify the critical needs that need to be met and fuel future
trust research. Our goal in this research is then to analyze and recommend the
necessary components of a comprehensive trust management scheme (CTMS)
that can be used by researchers to both evaluate existing trust models and
develop the next-generation trust management schemes that will be more robust
and effective in handling a rich set of decision-making contexts.

We begin our analysis by considering some alternate definitions of the concept
of trust from a computational perspective. We present some oft-quoted defini-
tions and discuss why they are not adequate for our requirements to develop
required specifications for a CTMS. Accordingly, we put forth our own defini-
tion of computational trust which captures the fundamental need of an agent to
effectively handling uncertainty and optimizing performance.

Next, we consider representative examples of real-life human and agent in-
teractions to differentiate broad categories of trust-related decisions that au-
tonomous entities routinely undertake. We discuss, in particular, how these de-
cisions are correlated and must be considered holistically to construct a CTMS.
We, therefore, present a generic architecture for a CTMS module that identifies
the relationships between these trust components. We also provide an adapta-
tion of a generic agent architecture and discuss the integral role of the CTMS
module in deciding how an agent should behave and interact with other agents
in its environment.

We then review some of the well-known computational models developed
by MAS researchers to identify how they match up with our proposed CTMS
specifications. From this analysis we identify certain CTMS features that have
been under-represented in the MAS community. In particular, we consider the
engagement component of a CTMS whose goal is to create situations and inter-
actions that will elicit further trust-related information about other agents. We
develop an experimental framework that allows us to study the usefulness of a
well-crafted engagement component on the viability of an agent in a competitive
environment. We pose the engagement decision as an instance of the classical
explore-exploit dilemma. Though other models of this decision are possible, we
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emphasize that this component of trust management needs more attention than
has been received in the multiagent systems community.

We also consider the Agent Reputation and Trust (ART) testbed, a yearly
competition designed to allow evaluation of competing trust schemes, as a testing
ground for candidate CTMSs. Our analysis shows that the ART testbed is well-
suited for carefully studying and developing effective CTMSs.

2 Trust as a Concept

The goal of individual computing entities, or agents, is to maximize local utility.
To do this effectively and consistently, individual agents will need to coordi-
nate, collaborate, and work with other agents. This often means that agents
have to rely on other agents’ decisions, e.g., that they fulfill negotiated commit-
ments. Without any centralized authority or enforcement mechanisms in most of
these open environments, commitments are non-binding. In addition, the like-
lihood of external offers and opportunities may provide short-term incentives
to deviate from commitments. Hence, agents in open environments need to rely
on distributed reputation and trust mechanisms that encourage agents to ful-
fill their commitments. Distributed trust schemes produce and maintain agent
reputations reflecting their performance and trustworthiness and can support
and sustain mutually beneficial medium to long-term relationships between self-
interested agents.

Various definitions of trust exist in literature focusing on either the philosoph-
ical or pragmatic aspect of the concept [7, 14]. We use the following operational
characterization that captures what it means for an agent to trust another agent
(also see Figure 1):

Trust in another agent reduces the uncertainty over that agent’s inde-
pendent actions which positively correlates with the truster’s utility.

According to this interpretation of trust, trust in another agent can both reduce
uncertainty about outcomes and improve performance. From a decision theoretic
perspective, given a set of outcomes influenced by another agent, when the agent
is trusted its behavior results in higher utility outcomes becoming more probable
(correspondingly lower utility outcomes becoming less likely) and hence results in
higher expected utility. If we consider risk neutral agents, then we can consider
agents to choose actions according to the Maximum Expected Utility (MEU)
principle [18]:

arg max
a∈A

∑

o∈O

Pr(o|a,M)U(o),

where A is the set of actions available to the agent, O is the set of outcomes
possible, M is the world model of the agent and U is its utility function over
outcomes. In the context of trust management, we consider the set of outcomes
to be also dependent on other agents in the environment. For the current dis-
cussion we will concentrate on bilateral interactions, and hence, outcomes are
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Fig. 1. The set of outcomes for an agent changes from the dark region to the light region
when interacting with a trusted agent, thereby reducing uncertainty and increasing
utility.

determined by the current agent and another agent and influences the trust
between them. Assuming prior knowledge of the set of actions A, the set of pos-
sible outcomes, O, and the utility function, a trust model in another agent will
then estimate the outcome probabilities, Pr(o|a,M). Either a frequency based
approach can be used to estimate these probabilities or one can use Bayesian pri-
ors and associated update rules for model updating. Often these outcomes will
depend on unobservable parameters and may involve time dynamics. In such
cases, Dynamic Bayesian networks with efficient approximate inference schemes
like particle filtering [4] may be used to estimate these probabilities.

Typically an agent develops trust estimates of another agent both from direct
interactions with that agent and from trust values reported by other agents
(also called reputation). In particular, for various reasons often cited in favor
of multiagent systems, including flexibility of use, low infrastructural overhead,
robustness, etc. we are interested in reputation frameworks that are distributed
and peer-level rather than centralized and monolithic.

The need for distributed trust schemes also arises in distributed systems
susceptible to security threats. Malicious sources can compromise the nodes of
a distributed system to undermine the performance of the entire system. The
problem is compounded when multiple nodes are compromised and collude to
adversely affect the system. Distributed trust schemes can be used to screen and
identify irregular activities in distributed systems exposed to intrusion threats
and take responsive measures to limit damage to the system from malicious
intruders.

Trust is also a resource that can be leveraged to gain influence. When agent
interactions are based on trust, trustworthy agents will have a larger influence
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Fig. 2. Agent architecture with embedded trust module.

on negotiated outcomes. For example, agents who are trusted to provide higher
quality service may demand larger fees for their services. Trust often has to be
earned at a cost. For example, a manufacturing agent may have to spend extra
time and resources to meet stringent delivery deadlines when upstream suppliers
delay delivery of raw materials. If, however, improved trustworthiness is rewarded
with additional profitable contracts, the cost expended can be recouped many
times over. In such scenarios, establishing a high reputation may be a priority for
rational agents. Strategic reasoning involving trust considerations will trade-off
the cost of establishing and maintaining trust in the community with the future
expected profits from leveraging the trust earned.

We believe that trust is a complex, multifaceted concept and involves more
than merely evaluating other’s trustworthiness. A more integrated approach is
necessary and should additionally address engagement of others, creating situa-
tions to evaluate trust, investing resources and time to establish your own trust-
worthiness, strategic use of trust information, etc. Though prior research have
proposed and evaluated various trust and reputation approaches that evaluates
the trustworthiness of other agents, little attention is paid to a comprehensive
trust management scheme. Our proposed CTMS scheme will address trust mod-
eling, exploration, learning, as well as both tactical and strategic reasoning to
achieve the desired properties of reducing uncertainty and increasing utility.

3 Comprehensive Trust Management

We now outline the basic framework of our proposed research. As mentioned
above, we believe a comprehensive trust management scheme will not only ad-
dress trust evaluation, but also trust establishment and use. In Figure 2 we show
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an agent architecture with an embedded trust management, i.e., CTMS, mod-
ule. This module stores models of other agents and runs a trust management
process that interfaces both with the communication module and the decision se-
lection mechanism. Next, we further elaborate on the components of this CTMS
module. These subcomponents are pictorially described in Figure 3 and their
functionalities are described below:
Evaluate: The evaluation module is in charge of evaluating the trustworthiness

of another agent given its history of interaction. This is the most frequently cited
and studied aspect of trust management in the literature. A post facto analysis
of the trustworthiness of another agent is a valuable component of agent decision
making.
Establish: Trust establishment is in some respect the flip side of evaluation.
This module determines the actions and the resources to be invested to establish

our agent to be trustworthy to another agent. For example, a new supplier in
the market has to determine how much time, effort, and resources to allocate to
process the task/contract awarded by a lucrative customer. In some sense, this
module plays as critical a role in the viability of a social agent as the trust evalu-
ation module. Unfortunately, there is very little research existing that addresses
this central trust issue.
Engage: The Engage module enables rational agents to choose carefully and

with strategic intention to interact and engage other agents for the purpose of

evaluating their trustworthiness. In practice, agents cannot depend primarily on
accidental and circumstantial interactions to judge another agent’s trustwor-
thiness, i.e., they cannot be passive evaluators. Rather, an agent must make
conscious decisions about which other agent to interact with. In addition, agents
may have to create situations and decide on task allocations that allow for trust
evaluation. For example, to evaluate a new supplier in a supply chain, a company
may choose to award it some contracts. The nature, timing, and importance of
the contract must be carefully chosen to allow evaluation of the competence of
the new supplier without jeopardizing the production schedule or delivery dead-
lines for the company. The strategic creation of trust interactions that will allow
for establishment or evaluation of trust is a key component of a CTMS.
Use: This module determines how to select future courses of action based on

the trust models of other agents that have been learned. Trust considerations can
influence agent decisions both in the short and the long term. Developing trust
models is key but, of necessity, be coupled with an effective decision procedure
to utilized this knowledge. Both tactical and strategic use of trust information is
key to the competitiveness of agents in open environments. In particular, careful
attention must be given to the confidence in the trust values. For example, given
different interaction histories with different agents, an agent must carefully bal-
ance exploitation of existing trust knowledge and investment in exploration for
gathering trust models about relative newcomers in the environment.

To demonstrate the emphasis on the “evaluate” sub-module, we briefly dis-
cuss two recently developed trust models that are often cited:
FIRE: The FIRE [16] model is primarily a utility evaluation model because of
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Fig. 3. Principal components of the embedded trust module in an agent architecture.

the following assumptions: all agents are honest and all agents are willing to
share. These two assumptions mean there is no need to utilize a central aspect
of the CTMS, establishing trust. The current FIRE model just gathers utility
information via four methods, direct experience, witness information, role based
rules and third party reference. FIRE calculates a weighted mean of each of these
information types and then creates a composite score. FIRE creates trust situa-
tions (engage submodule) via a Boltzmann distribution exploration strategy. It
will chose to either explore a new provider create a trust situation) or use its
trust knowledge to select the provider that delivers the highest utility.
TRAVOS: TRAVOS [29], like FIRE, is primarily a trust evaluation model. It
includes lying agents but does not seek to establish trust. The model does not
include any strategic reasoning about if it should lie or attempt to tell the truth.
TRAVOS uses direct trust and reputation to evaluate the trustworthiness of an
agent. Furthermore the TRAVOS model does not consider the utilization of the
trust calculation. However, the reputation methodology is classified as creating
trust situations.

4 Existing Trust Models

Multiagent systems are studied to help us understand how agents should behave
in the presence of other agents. These interactions might be either cooperative,
competitive or simply co-existential in nature. With the need to coordinate their
actions, agents should be able to communicate with one another and learn from
their interactions. Researchers have worked on developing effective communica-
tion protocols and efficient learning algorithms in different social environments.
One of the most challenging issues in open multiagent environment is the issue
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of trust and reputation among agents [7, 23, 27, 31, 16, 10]. Therefore, one of the
critical research issues in multiagent systems involves how we learn to trust other
agents and how we build and maintain reputations in an agent society.

Castelfranchi and Falcone have argued the necessity of trust in social interac-
tions between agents with complex mental attitudes and identified the benefits
of being trusted [7, 8]. They argue that trust can be based on mental back-
ground, and though it necessarily entails risks for delegation and collaboration,
considerations of morality and use of reputation can be used to mitigate that
risk. Castelfranchi, Conte, and Paolucci use normative reputation [6] to enhance
the performance of agents that comply with social norms. An example of us-
ing morality to promote social relationships, as suggested by Castelfranchi and
Falcone, can be found in the SPIRE framework developed by Grosz and collab-
orators [15, 28].

The application of learning to the problem of trust and reputation man-
agement has received increasing attention from researchers in intelligent sys-
tems and game theory [2, 5]. Fullam [12] has shown how environmental rewards
can be used to learn comprehensive trust strategies. Her work identifies inter-
dependencies which exist since agents can influence each other by exchanging
reputation. To reduce such interdependencies, assumptions are introduced, and
rewards are attributed to the decision which facilitates reinforcement learning of
trust decision strategy. Other researchers, such as Sen [24], showed that adaptive
probabilistic reciprocity strategies can be used to develop and sustain trust and
cooperation between self-interested agents. Even though reciprocity do not ad-
dress the problem of task specific learning we are interested in, it shows how trust
relations between agents can be developed and sustained in order to facilitate
efficient decision making and identify exploitative agents in a system.

Referral systems have recently received increasing attention among multia-
gent researchers. In [33] Yu and Singh study a referral system when an agent
helps a human user find relevant expertise and protect him/her from too many
irrelevant requests. Singh and his students have also studied the management of
reputation in such distributed referral systems [30, 32]. Sen and his students have
studied the use of referrals to locate service providers when an agent first enters
a new community with no prior knowledge of the quality of service providers or
the reliability of the referrers [3, 27]. More recent work on trust models incorpo-
rate divergent approaches including information-theoretic and fuzzy approaches
to trust metrics [9, 16, 19, 21].

A significant body of work by mathematical biologists or economists on the
evolution of altruistic behavior deals with the idealized problem called the Pris-
oner’s dilemma [20] or some other repetitive, symmetrical, and identical ’games.’
To consider a well-known study in this area, Axelrod demonstrates that a simple,
deterministic reciprocal scheme or the tit-for-tat strategy is quite robust and effi-
cient in maximizing local utility [1]. We have argued that the simple reciprocative
strategies are inappropriate for most real-life situations because the underlying
assumptions are violated [24, 25]. We have shown that agents with complemen-
tary expertise can learn to form stable, mutually beneficial partnerships [11]. The
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evaluation framework used by Axelrod considers an evolving population compo-
sition by allowing propagation of more successful behaviors and elimination of
unsuccessful ones. We have studied the emergence of dominant or evolutionarily
stable behaviors in such environments [22, 26]. We have also considered the use
of reciprocity to promote beneficial relationships between agent groups [17].

Most of the trust research referenced above focus primarily on the Evaluate
and Use aspects of the CTMS framework. We believe there is significant research
issues that need sustained research focus on the somewhat neglected aspects of
comprehensive trust models. In particular, engagement and establishment need
to be carefully studied with integrated trust based decision schemes that are
informed by and, in turn, inform the usage and evaluation of trust of other
agents in the environment.

5 Trust decisions in the ART Testbed

To better ground the discussion of our techniques, we first briefly review the
Agent Reputation and Trust (ART) testbed [13], an international trust-competition
testbed, that has been proposed to evaluate alternative trust strategies. The ART
competition uses an artwork appraisal domain, where agents evaluate paintings
for their clients. In each run, an appraiser agent has a set of clients, and the
agent’s work is to provide an appraisal for a painting presented by its client. A
given painting may belong to a finite set of eras, and appraisers have varying
level of expertise in each era. An appraiser’s expertise is described by a normal
distribution of the error between the appraiser’s opinion and the true painting
value. This normal distribution has a mean of zero and a standard deviation s

given by s =
(
s∗ + α

cg

)
t where s∗ is unique for each era, t is the true value of

the painting to be appraised, α is a parameter, and cg is the cost expended by
the agent to generate the opinion. Later we discuss strategic investment in such
costs to improve trust ratings.

To improve their performance, agents might seek opinions from other agent(s)
where it will incur a cost of cp per opinion request. Before seeking help from a
particular agent, agents can seek the reputation of that agent from other agents
in the system. The cost associated with this reputation transaction is cr and the
following holds true: cr � cp � f , where f is the fixed fee paid by the clients
for each appraisal request.

Initially clients are evenly distributed among appraisers. Those appraisers
whose final appraisals were most accurate are rewarded with a larger share of
the client base in subsequent time steps. The rewarding scheme in ART first

computes the average relative error εa for an appraiser a as εa =
Σc∈Ca

|p∗
c−tc|

tc

|Ca|
,

where Ca is the number of clients a has in the current time step, and
|p∗

c−tc|
tc

is
its performance error for client c. Then client shares are altered based on the
relative accuracy of agent performances.

To illustrate the benefits of the CTMS framework, we focus on the following
requirements of agents in the ART framework and identify the CTMS modules
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active in fulfilling those requirements: (a) an agent needs to carefully decide
on how to react to opinion requests from other agents (Establish/Engage), (in-
fluences its reputation in the community), (b) an agent needs to develop trust
models of other agents who might individually or in colluding groups report
false opinions to adversely affect the agent’s performance and hence its trust-
worthiness to customers (Evaluate), (c) agents need to strategically invest locally
to generate opinions as that influences its performance and trustworthiness to
customers (Establish), (d) given its understanding of its own competency and
others’ trustworthiness, decide how to evaluate a painting be combining own
effort and seeking others opinions (Use/Engage).

6 Procurement Domain

We now introduce a domain which will be used to evaluate alternative trust
engagement decision functions that can be used by agents to create interaction
opportunities to better evaluate trustworthiness of possible trading partners.
The domain consists of purchasing agents trying to procure required amounts
of needed items (this can be goods or services depending on the domain of
application) from a set of service agents with varying capabilities. The goal of
the purchasing agents is to fulfill their requirements at minimum cost. We will
describe the trust engagement strategies from the view of a single purchasing
agent, P.

When a purchasing agent hires the services of a service agent, it incurs a
fixed cost, C. The service agent, S, provides a quantity, US , of the requested
item. US is drawn from a Normal Distribution, N(µS , σS). Agent P can only
observe US but not µS or σS . The total requirement of the purchasing agent is
given by R.

For our experiments, we draw µS from the uniform distribution, U(0, 1), and
σS is set to µS

∆×Maxσ+Minσ
, where ∆ is drawn from the Uniform distribution

U(0, 1) and Maxσ and Minσ are system parameters.
The utility function is as follows:

U = |(ΣSερ(US) − R)| − C · |ρ|,

where ρ is the set of service agents the purchasing agent has selected to buy
from this round.

We also assume an open environment, allowing for x% of the service agents
to be replaced by new agents every iteration. The purchasing agent’s goal is
then to maximize its utility by learning expected utility of interacting with dif-
ferent service agents, and subsequently choose to interact those with the highest
expected utility. While this characterization emphasizes the Evaluate and Use
modules of CTMS, we emphasize that accurately estimating the expected utility
of a service agent requires strategic behavior and falls within the purview of
the Engage module of CTMS. In particular, the Engage module must build the
initial estimates of existing service agents and continue to “explore” newly arriv-
ing service agents, to guarantee long-term viability, without risking significant
short-term utility loss.
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7 Engagement strategies

This balancing act of long-term and short-term priorities can be addressed by
alternate engagement strategies of the CTMS framework. Recall that the goal of
the CTMS scheme is to trade with a set of service providers to fulfill requirements
while minimizing cost. A myopic approach to this problem would be to develop
initial estimates of the existing service agents through random sampling and
then contracting with only the most profitable service providers. This strategy is
ineffective in practice because of the turnover in the service provider population.

A key question is what to do once an initial estimate of the service provider
population is obtained via random interactions. The purchasing agent must then
decide how to utilize the expected utilities to minimize cost while still fulfilling
its requirement. This is the purview of the Engagement module of the CTMS.
We now present four different Engagement strategies with varying risk attitudes:
Risk Averse, Risk Neutral, Risk Seeking, and Random. Each strategy only differs
in the manner of provider selection and consequently the amount of exploration.

All strategies initially random chooses requirement
µ̂

service agents, where µ̂ is
the average expected quantity returned by service agents. µ̂ = .5 since µS ’s are
drawn from U(0, 1). We use R

µ̂S
as the average number of agents needed to fulfill

requirement, and R
µ̂S

× C, as the average cost needed to fulfill the requirement.

Sort known Providers by µ from highest to lowest
for Sorted Providers do

if Requirement Met > Total Requirement then
break;

end

Requirement Met ← Requirement Met + (µ̂Provider − σ̂Provider)
end

while Number of Providers Selected < requirement

µ̂
do

Randomly select an additional provider to buy from
end

Algorithm 1: Risk Adverse Agent’s Provider Selection Algorithm

The Risk Averse, Risk Neutral and Risk Seeking strategies use the utilities
received from selected service providers to estimate µ̂S and σ̂S for each provider.
They then sort the providers in descending order by µ̂S . The Risk Averse Engage-
ment strategy traverses down the ordered list summing up (µ̂S − σ̂S) from each
service provider until the sum is greater than or equal to R (see Algorithm 1).
The risk averse agent then asks more agents, thereby incurring additional costs,
than is warranted to ensure that its requirement is fulfilled. If the number of
providers selected is less than the average number of providers needed to fulfill
the requirement, more providers are selected randomly. The selected providers
are then sent service requests. Each provider returns an amount based on their
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personal capabilities. The purchasing agent can then use these utilities to update
its model about each selected provider.

The Risk Neutral Agent follows the same algorithm as the Risk Averse except
it sums the µ̂S values from each agent until the requirement is met. Similarly
the Risk Seeking Agent sums (µ̂S + σ̂S). The random agent, on the other hand,
selects providers randomly and increments the expected quantity by µ̂S until
the cumulative expected amount exceeds R. In the next section, we present
experimental results to evaluate these alternative Engagement strategies.

8 Experimental Results

For our experiments, we use 50 service providers and C = 0.1. Also, 5% of the
providers were replaced every iteration. Results, averaged over 1000 runs, are
presented for different requirements and σS values in Figures 4 through 9. All
the engagement strategies converge to a fairly stable utility returns within about
200 iterations.
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Fig. 4. Constant Requirement (3) with σ = µ

∆×3+1
, ∆ ∈ [0, 1], µ ∈ [0,1]

The first three figures correspond to the purchasing agent having a fixed
requirement of R = 3 at each iteration. The following three figures correspond to
the purchasing agent’s requirement varying from iteration to iteration, each time
drawn from the uniform distribution, U(1, 4). While the former corresponds to
purchasing agents operating in a stable economy with fixed demands, the latter
case corresponds to volatile environments with highly variable demands.

We observe that the performance of all engagement strategies are impacted by
the sigma spread used to generate the providers’ performance functions. Overall,
we find the Risk Neutral strategy is superior to the other strategies. Furthermore,
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Fig. 6. Constant Requirement (3) with σ = µ

∆×10+15
, ∆ ∈ [0, 1], µ ∈ [0,1]

as the sigma variance becomes smaller, the performance of both the Risk Averse
and Risk seeking strategies approach that of the Risk Neutral strategy. As σs

reduces, in effect, the overlap between the service providers selected by the three
strategies increases.

It is interesting to note that the Risk Averse strategy actually gains more
with decreasing σS . In particular, it performs very poorly, almost equivalent to
the random agent, for relatively high performance deviations (see Figure 4). The
reason for this phenomena is that the risk averse strategy pessimistically expects
little return from even providers with high µS values. Hence it has to ask more
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agents from the ordered list of agents and has little opportunity to engage and
hence evaluate newly arriving providers. Thus, in its haste to improve short-
term utility, the risk averse agent loses out on long-term utility. As new agents
replace current agents, assuming their ids, the risk averse agent sticks to the
same agents. This explains the initial rise and subsequent fall of the utilities
obtained by the risk averse agent. Also, as newly arriving agents are assigned
random µS values, the performance of the risk averse agents converges to that
of random engagement decisions.
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Similar results can be observed with changing requirement. However, the
Risk Averse Engagement strategy does better under changing requirement than
it does with constant requirement. With changing requirement, the Risk Averse
strategy is sometime forced to explore more than at other times. This additional
exploration is sufficient to improve its performance to match that of the Risk
Seeking Engagement strategy for the environment with the highest variation in
service provider performance (see Figure 7).

While it appears that σ is causing the strategies to differ, all of these ob-
servations are connected directly to the method of exploration, an immediate
consequence of the Engagement strategies used here. For example, under the
constant requirement conditions, the number of random explorations (agents
engaged after expected fulfillment of requirement), in increasing order is Risk
Averse −→ Risk Neutral −→ Risk Seeking −→ Random. Exploration in the
system highly impacts the performance of the buyer agents as it enables the
purchasing agent to develop better estimates of all service providers in the pop-
ulation (the random agent does not utilize this learned knowledge and hence con-
tinues to perform poorly). The well-recognized exploration-exploitation dilemma
in intelligent systems is hence highly influential in the efficacy of engagement de-
cisions and should be carefully considered when designing the trust components
of intelligent agents.

9 Conclusions

We have argued for the development and use of a comprehensive trust man-
agement system as an integral component of intelligent agent architectures. We
introduced a holistic conceptual view of trust decisions as reducing uncertainty
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and improving utility and shown that such a characterization nicely dovetails
into a decision-theoretic design of a rational agent. We analyzed the require-
ments of an effective CTMS design and identified the corresponding fundamen-
tal modules. We reviewed some well-known trust mechanisms and existing trust
literature to highlight the current emphasis on only some of the identified CTMS
modules. In particular, engagement and establishment decisions decisions are of-
ten neglected or unspecified, but can be determining factors behind the success
or failure of implemented trust-based systems. We then evaluate the effects of
several engagement decision mechanisms in an open trading environment.

This paper begins a dialog for a more comprehensive treatment of trust
mechanisms and their use in intelligent agents. Further investigation is needed
to identify important submodules of the four major trust modules identified
here, and may be even other modules of significance. Novel, innovative engage-
ment and establishment decision mechanisms need to be developed and tested in
conjunction with Evaluate and Use modules used by existing frameworks. More-
over, a holistic treatment of trust with clear identification of and contribution to
the dual goals of uncertainty reduction and utility maximization should lead to
principled trust module designs that work seamlessly with other components of
the intelligent agent architecture such as learning, negotiation, etc. We believe
that such integrated trust-based reasoning is essential towards developing more
robust and flexible agent designs for future, challenging applications.
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