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Fairness in ML???
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How do we define fairness?
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Definitions of Fairness
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Fairness in ML

1 Ground truth unavailable

2 Ground truth available
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Ground Truth Unavailable

Goal: Prevent reliance on protected attributes for prediction.

1 Changing the data
1 Zemel et al. 2013
2 Bolukbasi et al. 2016

2 Changing the classifier
1 Dwork et al. 2012
2 Kamishima et al. 2011
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Ground Truth Available

Goal: Prevent situations where the errors of the algorithm are spread
unevenly across the population.

1 Hardt et al. 2016

2 Woodworth et al. 2017

3 Hébert-Johnson et al. 2017

4 Kleinberg et al. 2017

5 Chouldechova 2016

6 Zafar et al. 2017
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Notions of Fairness

1 Individual Fairness

2 Group Fairness
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Group Fairness
Many definitions. 3 major examples:

1 Statistical Parity
P[Ŷ = ŷ |A = 0] = P[Ŷ = ŷ |A = 1], ŷ ∈ Y

2 Calibration
P[Y = y |A = a, Ŷ = ŷ ] = P[Y = y |Ŷ = ŷ ], a ∈ {0, 1}, ŷ ∈ Y

3 Equalized Odds
P[Ŷ = ŷ |A = 0,Y = y ] = P[Ŷ = ŷ |A = 1,Y = y ], ŷ ∈ Y , y ∈ Y

Notions (2) and (3) are generally incompatible.

X - Non-Protected Attributes
A - Protected Attribute
Y - Label
Ŷ - Prediction
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COMPAS
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COMPAS

Correctional Offender Management Profiling for Alternative Sanctions.

Risk assessment tool, developed and sold by Northpointe Inc.

Used as a judicial aid (bail decisions, in-trial).

Arrested individuals screened in order to predict risk of recidivism,
violent crimes, and more.

Algorithm is proprietary. Makes predictions based on 137 features.

U.S. states using COMPAS: Florida, Michigan, New Mexico,
Wisconsin, Wyoming.

ProPublica investigative report (May 2016): COMPAS is biased
against African-Americans.
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COMPAS
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COMPAS

FP = Labelled “high risk”, did not re-offend.

FN = Labelled “low risk”, re-offended.
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Learning Equalized Odds Classifiers

Learning problem:

minimize
f ∈H

LD(f )

subject to FPRA=0(f ) = FPRA=1(f )

FNRA=0(f ) = FNRA=1(f )

D - Distribution over (X ,A,Y )

We denote a predictor by Ŷ = f (X ,A)

H - Hypothesis class

` : Y × Y → R+ - Loss function

LD(f ) = E
(x ,a,y)∼D

`(f ((x , a)), y) - Expected loss
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Hardness of Learning an Equalized Odds Classifier

Theorem (Woodworth et al. 2017)

Let L∗ be the hinge loss of the optimal linear predictor whose sign is
non-discriminatory. Subject to the assumption that refuting random
K-XOR formulas is computationally harda, the learning problem of finding
a possibly randomized function f such that Lhinge(f ) ≤ L∗ + ε and sign(f)
is α-discriminatory requires exponential time in the worst case for ε < 1

8
and α < 1

8 .

aSee Daniely 2015 for a description of the problem.
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Learning an Equalized Odds Classifier

Question: Can we (in many non worst-case settings) still efficiently learn
an accurate equalized odds classifier?
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Main contribution: A new, efficient, easy to use approach for learning
equalized odds classifiers.
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Our Approach
Idea: Penalize unfair solutions
Original optimization problem:

minimize
f ∈H

LD(f )

subject to FPRA=0(f ) = FPRA=1(f )

FNRA=0(f ) = FNRA=1(f )

Relaxed optimization problem:

minimize
w∈Rd+1

LD(w)

subject to E[wT (x , a)|A = 0,Y = 0] = E[wT (x , a)|A = 1,Y = 0]

E[wT (x , a)|A = 0,Y = 1] = E[wT (x , a)|A = 1,Y = 1]

Relaxation:
1 Linear Classifiers - H = {(x , a) 7→ 〈w , (x , a)〉 : w ∈ Rd+1}
2 Distance from the decision boundary as a proxy for FPR’s, FNR’s
3 ` is convex
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Our Approach

Relaxed optimization problem:

minimize
w∈Rd+1

LS(w)

subject to

∑
(x ,a)∈S00

wT (x , a)

|S00|
=

∑
(x ,a)∈S10

wT (x , a)

|S10|∑
(x ,a)∈S01

wT (x , a)

|S01|
=

∑
(x ,a)∈S11

wT (x , a)

|S11|

S = (x1, a1, y1), ..., (xm, am, ym) ∈ Dm sampled i.i.d.
Say = {(xi , ai , yi ) ∈ S : ai = a, yi = y}
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Our Approach
Which we can further simplify as:

minimize
w∈Rd+1

LS(w)

subject to wT (x , a)FP = 0

wT (x , a)FN = 0

Where:

(x , a)FP =


∑

(x ,a)∈S00

(x , a)

|S00|
−

∑
(x ,a)∈S10

(x , a)

|S10|


(x , a)FN =


∑

(x ,a)∈S01

(x , a)

|S01|
−

∑
(x ,a)∈S11

(x , a)

|S11|


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Convexity + Strong Duality

Note: The relaxed problem is a convex optimization problem. Moreover,
strong duality holds.

Convexity:

1 Objective function: convex composed with affine, hence still convex.

2 Constraints: Two affine equality constraints.

Strong Duality: Slater’s condition (trivially) holds, since 0 ∈ Rd+1 is a
feasible solution.

The Lagrangian is: L(λ;w) = LS(w) + λ1w
T (x , a)FP + λ2w

T (x , a)FN

The Dual function: g(λ) = min
w
L(λ;w)

...
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Accuracy-Fairness Trade-Off

However: We are not interested only in the solution!

1 We can achieve far better solutions overall with little discrimination
allowed

2 It is not clear that we need to exactly drive the proxy discrimination
to zero. (Overfitting, only a proxy for the real difference).

3 We are also very interested in the price of fairness - how much
fairness is achievable at what price?

Hence: We are interested in the entire trade-off curve.
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Our Approach
In order to prevent situations where one direction of difference is
’preferable’, we will consider these two variants:

Absolute value of difference:

minimize
w∈Rd+1

LS(w)

subject to |wT (x , a)FP | ≤ ε
|wT (x , a)FN | ≤ ε

Squared difference:

minimize
w∈Rd+1

LS(w)

subject to (wT (x , a)FP)2 ≤ ε
(wT (x , a)FN)2 ≤ ε
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Fairness-Inducing Penalizers

We define the Absolute Value Difference (AVD) FPR penalty term to
be

RAVD
FP (w ;S) =

∣∣∣wT (x , a)
∣∣∣

The Squared Difference (SD) penalizer:

RSD
FP (w ; S) =

(
wT (x , a)

)2
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We therefore re-formulate as a regularized optimization problem:

minimize
w∈Rd+1

LS(w) + c1RFP(w ; S) + c2RFN(w ; S) + q||w ||22

Where:

1 RFP = RAVD
FP or RSD

FP

2 RFN = RAVD
FN or RSD

FN

3 c1, c2 ≥ 0 - Changing these allows for different significance balance
between FP, FN and accuracy.
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Training Scheme

Input: Training Set Q ∼ Dm i.i.d.

1 Split Q randomly to training set S and test set T

2 For each c , cross-validate on S to select qc
3 For each (c , qc), let wc = argmin

w
Proxy(w ; S , c , qc)

4 Select w∗ ∈ argmin
wc

Objective(wc ;S)

5 Evaluate performance using w∗ on test set T

Notation:

Objective(w ; S) = LS(w)+d1|FPRS
A=0−FPRS

A=1|+d2|FNRS
A=0−FNRS

A=1|

Proxy(w ; S , c , q) = LS(w) + c1RFP(w ;S) + c2RFN(w ;S) + q||w ||22
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Main contribution: Do we really benefit from incorporating fairness
considerations in the learning phase? Can’t we
simply learn (unfairly) then post-process?
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Post-Hoc Approach

Hardt et al. 2016:

1 Learn the best (unfair) classifier Ŷ .

2 Post-process to find the best possible fair classifier Ỹ derived from
(Ŷ ,A).

’derived’ - A (possibly randomized) function of (Ŷ ,A) alone.
Note: Every derived classifier Ỹ can be written as:

Ỹ |A =


Ŷ w.p. α1

1− Ŷ w.p. α2

0 w.p. α3

1 w.p. α4

where:
4∑

i=1

αi = 1
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Importance of Incorporating Fairness in Learning Phase

Claim: Let H be unconstrained. Then, for any ε ∈ (0, 1/4) there exists a
distribution Dε such that:

a) For the Bayes optimal classifer Ŷ trained on 0-1 loss, the post-hoc
correction of Ŷ returns a classifier Ỹ with L0−1

D (Ỹ ) ≥ 0.5.

b) Restricting H to linear classifiers alone and using our approach yields a
completely fair classifier w with L0−1

D (w) = 2ε.

Conclusion: In some cases, fairness has to be actively incorporated into
the learning phase.
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Importance of Incorporating Fairness in Learning Phase

Consider the following example:
Each data point is written as (A,X ) = {0, 1}2, and has a label Y ∈ {0, 1}.

Given ε ∈ (0, 1
4 ), we define a distribution Dε over labelled examples as

follows:

P[Y = 1] = 0.5

P[A = y |Y = y ] = 1− ε
P[X = y |Y = y ] = 1− 2ε

Note that Dε is defined s.t. A ⊥ X |Y .
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Importance of Incorporating Fairness in Learning Phase

a) The Bayes optimal predictor with respect to the 0-1 loss is

ĥ(X ) = argmax
y∈{0,1}

P[Y = 1|X = x ]

which, in our case, gives ĥ(X ) = A.

Fairness: Completely unfair.
FPRA=0(ĥ) = 0, FPRA=1(ĥ) = 1
FNRA=0(ĥ) = 1, FNRA=1(ĥ) = 0

Loss: L0−1
D (ĥ) = ε

Any approach to post-processing this classifier yields Ỹ that predicts 0 or
1 at random.
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Illustration
b) Our approach

Learned decision boundary as a function of increasing penalizers’ weight

c=0 c=300 c=600

Fairness: Completely fair.
FPRA=0(Ŷ ) = ε, FPRA=1(Ŷ ) = ε
FNRA=0(Ŷ ) = ε, FNRA=1(Ŷ ) = ε

Loss: L0−1
D (Ŷ ) = 2ε
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COMPAS Dataset
COMPAS records from Broward County, Florida 2013-2014.

Recidivated Did not recidivate Total

Black 1661 1514 3175

White 822 1281 2103

Total 2483 2795 5278

Feature Description

Age Category < 25, 25− 45, > 45
Gender Male or Female
Race White or Black

Priors Count 0–37
Charge Degree Misconduct or Felony

2-year-recid. Whether or not the
(target feature) defendant recidivated within two years
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Accuracy-Fairness Trade-Off

Absolute value difference penalizers Squared difference penalizers
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Experimental Results - COMPAS Dataset

FPR Considerations FNR Considerations Both Considerations

Acc. DFPR DFNR Acc. DFPR DFNR Acc. DFPR DFNR

Vanilla Reg. Log. Reg. 0.672 0.20 0.30 0.672 0.20 0.30 0.672 0.20 0.30

Our Method (AVD) 0.660 0.01 0.04 0.653 0.02 0.04 0.654 0.02 0.04

Our Method (SD) 0.664 0.02 0.09 0.661 0.05 0.03 0.661 0.02 0.03

Zafar et al. 2017 0.660 0.06 0.14 0.662 0.03 0.10 0.661 0.03 0.11

Zafar et al. 2017 Baseline 0.643 0.03 0.11 0.660 0.00 0.07 0.660 0.01 0.09

Hardt et al. 2016 0.659 0.02 0.08 0.653 0.06 0.01 0.645 0.01 0.01
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Adult Dataset

The Adult Dataset

1 Based on 1994 US Census data.

2 Task: Predict whether per year income over/under 50,000 dollars.

3 Features: Occupation, marital status, education, etc.

4 Protected attribute: Gender.
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Loan Default Dataset

The Loan Default Dataset

1 Data regarding Taiwanese credit card users.

2 Task: Predict whether an individual will default on payments.

3 Features: History of past payments, age, amount of given credit, etc.

4 Protected attribute: Gender.

Yahav Bechavod (HUJI) Penalizing Unfairness in Binary Classification May 3, 2018



College Admissions Dataset

The College Admissions Dataset

1 Records of law school students who took the bar exam.

2 Task: Predict whether a student will pass the exam.

3 Features: LSAT score, undergraduate GPA, family income, etc.

4 Protected attribute: Race.
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Dataset Samples Features Split Reps. Folds Protected Target
COMPAS 5,278 5 70-30 5 5 Race 2-Year-Recidivism

Adult 30,162 10 30-70 5 5 Gender Income Over/Under 50K

Default 30,000 23 30-70 5 3 Gender Defaulting On Payments

Admissions 20,839 17 30-70 5 3 Race Passing Bar Exam
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Additional Datasets

Adult Dataset Default Dataset Admissions Dataset

Acc. DFPR DFNR Acc. DFPR DFNR Acc. DFPR DFNR

Vanilla Regularized Logistic Regression 0.800 0.08 0.39 0.807 0.01 0.05 0.951 0.16 0.02

Our Method (AVD Penalizers) 0.776 0.00 0.04 0.807 0.00 0.01 0.950 0.01 0.00

Our Method (SD Penalizers) 0.783 0.00 0.09 0.806 0.01 0.02 0.950 0.00 0.00
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Conclusions

1 Different definitions of fairness. task specific. Cost of fairness.

2 Given a specific definition, computational aspect.

3 Post-processing alone might not be enough.

4 Impossibility results.

5 In many real-life cases, it is possible to efficiently learn fair classifiers.
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Future Work

1 Fairness in Reinforcement Learning

2 Fairness and Privacy

3 Short term + long term goals

4 Causality for fairness

5 Cases in which we cannot identify protected groups ahead of
time/there are multiple number of (possibly overlapping) protected
groups

6 Fairness incentives to myopic agents
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Thank you!
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Facebook Hate-Speech Prevention Rules
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Facebook Hate Speech Prevention Rules
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Facebook Hate-Speech Prevention Rules
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Facebook Hate Speech Prevention Rules

Facebook’s response: Cartoon attacks members of a religion,
rather than the religion itself. Thus does
not violate hate speech guidelines.
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Facebook Hate Speech Prevention Rules

Main criticism: Rules do not provide equal protection to different groups,
sub-groups are not protected.
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PredPol
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PredPol

Main criticism: Algorithm perpetuates existing biases. Does not account
for feedback loops.
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Redlining in Online Advertisement

“In 1944, the G.I. Bill was adopted
to support returning servicemen. The
VA not only denied African Americans
the mortgage subsidies to which they
were entitled but frequently restricted
education and training to lower-level
jobs for African Americans who were
qualified to acquire greater skills.”

-Richard Rothstein, The Color
of Law: A Forgotten History of
How Our Government Segregated
America
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Redlining in Online Advertisement
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Main criticism: Allows for redlining specific groups based on race, gender,
sexual orientation, etc.
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Weapons of Math Destruction
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The VAM

The Value Added Model AKA The Educational Value-Added
Assessment System.

Used to determine how much “value” an individual teacher adds to a
classroom.

Bush’s “No Child Left Behind” Act (2001) calls for federal standards.

Obamas “Race to The Top” Act (2009) offers states more than 4
billion US dollars in federal funds in exchange for instituting formal
teacher assessments.

Adopted in 2010 by Chicago public schools, New York City
department of education and District of Columbia public schools.
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The VAM

Teachers held accountable for “student growth” - the difference
between how well students performed on a test and how well a
predictive model expected them to do.

Decisions such as tenure, bonuses and firings were in many cases
attached to results.

Exact algorithm is proprietary, known to be derived in the 1980’s from
agricultural crop models.
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The VAM

Main criticism: Algorithm is proprietary, no transparency in the decision
making mechanism.
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Google Photos
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The Google Photos

Main criticism: Algorithm performs poorly on a specific sub-group in the
population.
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