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We continue the proof of the FKN theorem which states:
Theorem 1 Let f: {£+1}" — R s.t. Hf>1H§ <e. Then f is (16e(1 + o(1)), 1)-junta.
Last lecture we showed that it’s enough to prove the following lemma:

Lemma 2 Let f : {£1}" — R be a linear function, that is f = ag + Y,y aixi St
St a2 < 1. Assume that |a1| > lag| > -+ > lay|. Let e = ||f—sign(f)||§. Then

1f = (a0 + a1x1) 13 < e(L + oc(1).

It is easy to see that |ag| < %, since a? + a2 < 1 and |a1| > |ag|. In fact we can find a
better bound for |az| and hence all |a;| for ¢ > 2. We do it in the following claim:

Claim 3 |ag| < 104/e.

Proof Since |ag| < %, for each fixed 1, x3, 24, ..., 2y, there is a setting of x2 such that
|f(z1,...,zn) —sign(f(xq,...,xn))| > %\aﬂ.

Indeed, let X = ag + Z?:2 a;x; and assume wlog that X > 0. If X < 1, then
| X — |ag| — sign(X — |ag])| > %|a2| and otherwise | X + |ag| — sign(X + |ag|)| > %|a2|.

That is Pr [|f — sign(f)| > ﬁ} > 1. Therefore, if |ag| > 10,/2, then using Markov’s

inequality we get E [(f — sign(f))ﬂ > éa% Pr [(f — sign(f))* > (%@)2] > % - 100€ - % > Be,
contradicting the assumption that & = ||f — sign(f)||5. B

Now we know that |a;| < 104/z for all i > 2. But we want to show Y ,, a? < e(14o0:(1),
which is much stronger. Let’s try to use argument similar to that in claim [3] and try to
bound || f — sign(f)||3 when some z;’s are fixed. We know thus far that a2 < a3 < 100e.
Let m be the smallest index in [n] s.t. >, a? < 102e. Write f = ap + a1x1 + -+ +
Am—1Xm—1 + Y a;Xi. By the choice of m, |[> 7" GiXng < 102e. Now are going to fix
r1i,...,Tm_1, denote ¢ = ag + Zfl_ll a;x; and say something useful about f in the lemma
below:

Lemma 4 Let g = ¢+ Y. a;xi and o = Y0 a? < 102e. Then ||g —sign(g)|5 >
a1+ o0:(1)).
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Once we prove this lemma, the main lemma will follow:

e = ||f—sign(f)|3
= Ex [(f —sign(f))?]
(The total expectation) = Eg, .., [Exm:vn [(f - Sign(f))z]]

n n
(By lemmal) > E; .., [Ewmzn [c+ Z a;x; —sign(c + Z aixi)]]

=m i=m
— —
g g

> Euzm [ (1 + 0:(1))]
(14 0:(1))

We need to show Y 1 ,a? < e(1+ o0-(1)) and what we have is Y 1 a? < e(1+0.(1)). But

i=m %
if m > 2 then using claim [3| >>% | a? < 100e + (1 + 0-(1)) < 102¢, contradicting our
choice of m and therefore the lemma [2] follows.

Useful facts In order to prove lemma [d] we will use the following facts:
1. Chernoff bound: Pryciiiyn [| D] viwi| > t] < exp (—22%7272)

2. If X is a positive r.v., then E[X] = [ Pr[X > t]dt.

3. For any r.v. X with finite second moment E[(X — 1)?] > Var[X].

Proof of Lemma Note that due to symmetry, we may assume that ¢ > 0. Moreover,
using Chernoff bound if |c — 1| > 1/2 then Pr[| 31, a;z;| > 1/4] < exp (— 33 ) and using
Markov’s inequality we get the desired result.

Now we assume that 1/2 < ¢ < 3/2. Then

lg —sign(e)l3 = gl —1l3
gl — Ellgl]l5

Vllgl]
E[g’] — ¢ + ¢ —E*[|g]]

> ai+ (e +Elgl)(e—Ellgl])

=m

v
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Now we want to bound ¢ — E[|g|]] = E[g] — E[|g|] = E[g — |g|] = —2E[g_]:

o
Elg-] = - Prg_ > t]dt
2t -
< Pr Z a;x; +c< —t|dt
t=0 Li=m i
[e's) [ n i
= Pr Z a;T; < —c—t| dt
t=0 LiTm
[e's) [ n 1
< Pr ]Zaixi\>c+t dt
t=0 L i=m i

oo t2
(Chernoff bound+-change of variables) < / exp <—2> dt
¢ e

=c

In order to bound the integral, we multiply it by ¢£ and use the fact that ¢ > 1/2:

ca’

e 2
) < ¢ [ Lo (L)
C Ji—e 2c

We get that E[g]—E[|g|] is exponentially small in o and therefore c+E[|g|] = 2¢+a04,(1) < 4.
And therefore ||g — sign(g)||3 > a + 4a0q(1) = a1 + 04(1)) as required. W

5-3



