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The task of hard-coding agent behaviors to achieve desired team
behaviors is very difficult, if not intractable. The complexity of
multiagent problems can also rise exponentially with the number of
agents and their behavioral sophistication. The field of cooperative
multiagent learning promises solutions to these issues by employ-
ing automatic search methods to discover agent behaviors, and as
such it has been the focus of numerous studies in recent years.

Research in cooperative multiagent learning usually concentrates
on two opposite approaches, each generating a different range of
questions. First, there are techniques to learn homogeneous be-
haviors for large swarms of identical agents; they assume all agents
have identical behavior (a significant reduction to the search space),
but the potential of specialization to different tasks is minimized.
Second, there are techniques that allow each agent to specialize to
a unique behavior, thus creating a wide range of potential solutions;
these methods are however applicable to only small teams dueto
the increased complexity that comes with larger numbers of agents.

My interests target the middle-ground, namely moderately large
teams of agents with heterogeneous behaviors. Combining the
desideratum for scalability of learning to larger teams with the need
for agent specialization is not an easy task; one solution isto de-
compose the team into multiple groups, where all agents within a
group have identical behavior (1; 2; 3). Current approachesonly al-
low the search for teams that have a static decomposition. Unfortu-
nately, such solutions may be clearly suboptimal in domainswhere
the contribution of each group changes with time: for example, the
group of scouts is essential in a cooperative foraging scenario when
no food source is known and no enemy units are detected, but for-
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aging agents (respectively defending agents) are desirable once a
food source is discovered or the team is under attack.

I propose to use a hierarchical architecture: a higher-level
role-switch mechanism indicates which lower-level role the agent
should assume in the current situation (given the agent’s knowledge
about the environment and its teammates). As conditions change,
the agents may change roles, thus granting the team the flexibility
to self-organize as appropriate to the current situation.

I employ evolutionary computation to learn such agent behav-
iors. Initial experiments attempt to discover role-switching mecha-
nisms given hard-coded behaviors for roles (or vice-versa,discover
behaviors for roles with hard-coded role-switching mechanisms).
These experiments simplify the learning task to understandbetter
how each of the components can be learned separately. A later
set of experiments automatically learn the role-switchingmecha-
nism, as well as the behaviors for different number of roles.I also
compare the proposed learning of self-organizing teams with other
multiagent learning techniques as described in (4).

A last area of the thesis is concerned with the application of
cooperative coevolution to learn self-organizing behaviors. I ar-
gue that the explicit decomposition of agents behaviors into roles
permits a clear decomposition of learning into multiple concurrent
learning processes, each concerned with a component of the entire
agent behavior. This significantly decreases the number of concur-
rent learning processes, thus reducing the harmful co-adaptation
effects and the pathologies they induce onto learning (5).
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