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Categories and Subject Descriptors to gain higher utility, or because there is uncertainty about whether
the task can be achieved). In such situations, computational models
of trust (here defined as the positive expectation that an interaction
partner will act benignly and cooperatively in situations in which
defecting would prove more profitable to itself [4]) have an impor-
General Terms tant role to play. First, they can help determine the most reliable
Design, Reliability, Management. interaction partner (i.e. those in which the agent has the highest
trust) and second, they can influence the interaction process itself

1.2.11 [Artificial Intelligence ]: Distributed Avrtificial Intelligence—
Multiagent systems, Coherence and coordination.

Keywords (e.g., an agent’s negotiation stance may vary according to the op-
ponent’s trust level).

Trust, Reputation, Relationships, Multi-Agent Systems. However, when an agent first enters an environment, it has no
history of interactions (with the other agents in that environment)

ABSTRACT that it can analyse to decide who to trust. In such circumstances,

c hani ¢ luating th hi ¢ current research suggests two possible solutions [9]. It could inter-
urrent mechanisms for evaluating the trustworthiness of an agent, e yith | agents and then derive trust measures from the history

yvithin an electronic marketplace .depend either on using a history of of interactions (as in [12, 10]). Alternatively, it could request repu-
Interactions or on recommgngiatlons from other_agentS. . In _the firSt tation information acquired from an existing social network [12], in
case, these requirements limit what an agent with no prior interac- \, hieh reputation is understood as a third party’s estimate of trust-
tion _hlstory Gan do. _In the second case, they transform the prob-q thiness. However, there are a number of problems in each of
lem into one of trusting the recommending agent. However, these y,qq0 aiternatives. Firstly, if the agent interacts with each agent, it
mechanisms do not consider treationshipsbetween agents that  j,q\itaply risks making losses if the counterparts it interacts with
arise throughinteractions(such as buying or selling) or through 50 1ot trustworthy. Secondly, if the agent relies on reputation in-
overarchingorganisationalstructures (such as hierarchical or flat), formation, then it cannot be s,ure that the agents providing the in-
which can_also aid in evaluating trustworthiness. In response, this ¢ ~iion are doing so truthfully. In both cases, others may be
paper outlines a method that enables agents to evaluate the trusty ejiaple hecause they have conflicting interests with the agent
worthiness of their counterparts, based solely on an analysis of (e.g., if they compete in the same market) or because they can col-
such relationships. Specifically, relationships are identified using Iude,to exploit the agent (e.g. if some agents know each other and
a generic technique in conjunction with a basic model for agent- _, share their gains from exploiting an agent). In consequence
based marketplaces. They are then interpreted through a trust mods 5, agent could take into account relationships such as competi’-
that enables the inference of trust valuations based on the differem;tiOn or situations such as collusion it could produce more robust
types of relationships. In this way, we provide a further component
for a trust evaluation model that addresses some of the limitations
of existing work.

valuations. However, existing mechanisms do not adequately con-
sider the relationships between agents that arise throughttre
actionsbetween them, which may lead to competitive relationships,
or through overarchingrganisationalstructures, which may lead

1. INTRODUCTION them to collude. Furthermore, when relationshéps taken into

tracts with, one another to carry out particular tasks. However, in i implicitly assumed and no mechanisms are provided to enable
most realistic environments there is no guarantee that a contractecthe agent taliscoverthat information dynamically, nor to react to

agent will actually enact its commitments (because it may defect changing relationships between counterparts. An agent also needs

to be able tadentifyandinterpretsuch relationships in a changing

environment.

Against this background, in this paper we address just this need

Permission to make digital or hard copies of all or part of this work for by developing a method for identifying such relationships between
personal or classroom use is granted without fee provided that copies areagents in an electronic marketplace and then using this informa-
not made or distributed for profit or commercial advantage and that copies tjon to enhance trust valuations. We advance the state of the art
bear this notice and the full citation on the first page. To copy otherwise, 10 j, the following ways. First, we develop a process for agents to
g;umt;gz%rgﬁngg f?;r.vers or to redistribute to lists, requires prior specific dynamically identify relationships between agents in an electronic
AAMAS'05, July 25-29, 2005, Utrecht, Netherlands. marketplace. Second, we identify the general types of relationships
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that should be considered with regards to trust and discuss the types
of reasoning such information can enable. Finally, we make use of N
an ontology-based framework to analyse relationships, providing a
realistic application of semantic web technologies.

The following section provides an overview of our approach.
Section 3 describes the relationship identification process used and
how that is mapped to the specific context of an electronic mar-
ketplace. Section 4 introduces the most relevant relationship types
with regard to trust and Section 5 discusses how knowledge of such

relationship can affect trust valuations as well as how the work here Environment
can directly be used by existing trust models. Conclusions and fur-
ther work are given in Section 6. Figure 1: Region of influence affects viewable environment

2. OVERVIEW OF APPROACH

Our overarching aim is to improve the derivation of trust values
for agents by taking into account information about the relation-
ships agents can infer its counterparts have with each other an

itself. Below we provide an overview of this process, while the rest tronic marketpla_ce. . .
of the paper expands on each individual step. This process is based on a model of interaction between agents

and their environment that makes no assumptions about any inter-

1. Relationship IdentificationFirst, we musidentify relation- nal agent components, since they cannot be observed. The focus,
ships between agents. Keep in mind that it would be unre- therefore, is on thenterfacebetween individual agents and their
alistic to expect to know exactly what relationships exist be- €nvironment, through the capabilities of agents. The notions that
tween various agents, rather what we attempt to do is identify Underpin this model are based on theART framework [6], and
what relationshipsnayexist given what information is avail- ~ are discussed in more detail in [1, 2], so they are only briefly de-
able to us. In order to do so we make use of a generic rela- sprlbed below. We first present the underly_mg agent model pro-
tionship identification process [1] that uses a model of agent Vided bySMART and then explain how we use it to create a model of
interaction with the environment to infer when agents may nteraction with the environment, gnd b_y consequence other agents.
be related given their individual capabilities. We then map Agents For the purposes of relationship analysis, an agent is con-
this generic process to a more specifigent-Based Mar- sidered an entity described by a setatfributes Attributes are
ket Model(ABMM) that is based on a typical e-commerce simply de.sc.rlbable features .of tlemvironmentand are the only
example of an electronic marketplace. The generic process characteristics that are manifest. Agents are able to perémm
provides us with the necessary conceptual grounding, while tions which can change the environment by adding or removing
the ABMM provides us with a domain-specific view (in the attributes. Agents also pursgeals which are desirable environ-

an agent program. In this section, we briefly present such a rela-
tionship identification process, which we will subsequently map to
N specific domain, which for the purposes of this paper is an elec-

case an e-commerce marketplace). ment states described by non-empty sets of attributes. Agents are
denoted by the setg noted asy, 3, ... € Ag.!
2. Relationship CharacterisatiorHaving identified the possi-  Agent Perception and Action Agent actions are divided into

ble relationships, within the context of the ABMM, we then those that retrieve the values of attributes, representing the agent's
distinguish the types of relationships that are most relevant sensor capabilitiesand those that attempt thangeattribute val-
with regards to trust. These types of relationships will pro- ues of the environment, representing the agexdtsator capabili-
vide us with a set opatternsthat agents can use in trust ties We note the set of actions as
evaluation. Viewable Environment and Region of Influence Given that agents

) ) ) ] ] ) interact with the environment through actuators and sensors, and

3. Relationship InterpretationUsing these relationship patterns, hat the environment as a whole is defined through a set of at-

and their interpretation through additional information about  yjhtes, we can intuitively think of actuators and sensors as defin-
the specific context in which an agent operates we then dis- jhq regions of the environmenor subsets of the entire set of at-
cuss how such relationships can be interpreted to derive trust yjhtes that make up the environment. The attributes that an agent’s

valuations. actuators camanipulatedefine aRegion of InfluencéRol), while
the attributes that an agent’s sensors eaw define aViewable
3. RELATIONSHIP IDENTIFICATION Environment(VE). We note an agent having a certain region of
influence asRol, and an ageng having a certain viewable envi-
3.1 Relationship Identification Model ronment ag/ Ej.

The ability to identify the different types of relationships in an ~ 1he VE and theRol of an agent provide us with a model that
environment can be used to enable us to reason about the possibl&lates an agent and its individual capabilities to the environment.
underlying motives of agents and, as a result, derive trust valua- In order to identify relationships between agents we need to look at
tions. For example, consider a situation in which agentants how theirVEsandRolsoverlap. The different ways in which these
to sell us a product, and and 3 belong to the same organisation. overlaps occur plays_ arole in determining the pos_snble relatlonshl_ps
Then, if we ask3 for a rating ofa’s product quality we should not betwgen them. In Figure 1, these concepts are illustrated by using
place much credence on the reply, since an ulterior motive, relating @1 ellipse to represent theE and a pentagon shape for tRel. We

to the overall gain of the organisation thand belong to, could !In the interest of space we have decided to adopt a simplified no-
bias the reply. o _ tation for the purposes of this paper.A more formal elaboration of

However, in order for the identification process to be widely ap- smaRrT and the generic relationship model, can be seen in [1, 2],
plicable we require a principled approach that can be made part of where Z is used as the formal language [14].
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use this notation throughout when illustrating different situations. Once an agent has information about its counterparts as described
Goals Knowledge of an agent’s goals, in addition to Rel and and related by the ABMM model, it can begin the process of iden-
VE, can provide better information about its possible relationships tifying how they are related. For example, if two agents sell the
with other agents, since it will identify where within an enfitel (or same products in a market, we can assume that they are competi-
outside itsRol) an agent is most likely to attempt to operate. We tors. If they sell complementary products in a composite market
note the set of goals & and an ageni having a particular goal and belong to the same organisation, then we could assume that
asga € Go WhereG, C G. their opinions of each other may be biased.
In the broadest sense, agents can have only two types of goals.

On the one hand, they may wanteéfect some changa the en- 3.3 Mapping the ABMM to smart model

nﬁi):;mgzt‘ﬂ\]ﬂé hg{;\gff‘ﬁz Crtfg)?'&gastfﬂg?ae;g:ntgeinig:/r'r:gzgnnem’ In order to identify what types of relationship can exist betweeq

about, the environmerwhicrll does not lead to any direct changes in agents, basgd on the ABMM model, and to ensure that we do t.hls

the environment. Distinguishing between these two types of goals _throu_g_h a principled approach we map the ABMM _to _the generic
: identification model. We then make use of the principles of the

is important since the latter can only be achieved directly by an ic identificati del to determi hat relationshi
agent if that goal is in th&ol of the agent, while the former can generic laentification mode! to determine what relationships may
only be achieved if the goal is in théE of the agent. exist W'th'r.] agents |n_th|s context.
We distinguish between these two types of goals by using the Agent Attrlbut.es, ACt'.OnS In the specific case of mgrkgt agents,
same terminology as the dMARS system, as their approach is Suit_the attributes include m_forme_ttloq such as the organl_satlon an agent
L P . belongs to, the market in which it operates, the available products,

able to our context of use and it is compatible with $reART d so forth. The basic actions are the ability to buv or sell prod-
framework through the formalisation in [5]. Essentiallygqaery and so torth. Y 10 buy P
goal is one for which an agent tries to elicit some information, ei- ucts. With regard to the ABMM, sensor ca_pabllmes are tho_se th_at
ther from its internal beliefs or from the environment. As su’ch allow thg agent tp perceive othgr agents in a market and identify
it can be satisfied if it falls within an agentéE. Conver.sely an " relevant mform_a_tl_on such as available pr(_)ducts. The most relevant
achievemengoal may require that the agent performs cert’ain ac- actuator capab_llltles are those that allow it to sell or puy a p_roduct.
tions in order to change the environment, if the environment is not Query and Achlev_ementGoaIsAquery_ goal must be mstantla_ted .

X - S when an agent wishes to buy something from the market, since it
already in the desired goal state. Thus,amhievemengoal can h ket to identify the agents that are able to sell a
be satisfied if it lies within an agentRol. We note query goals as must queryF € marke - ag .

. product, while an achievement goal is instantiated when an agent
9(9=) and achievement goals atgs). wishes to sell something in the market. Note that following a query
3.2 Agent-Based Market Model goal an actual transaction must take place between two agents, that

will require an achievement goal on the part of the buying agent as
well as the selling one. However, we do not attempt to identify such
goals since we assume that the market only places buyers and sell-
ers in contact, but information about an actual transaction remains
private to the pair of agents involved in the transaction.
Viewable Environment and Region of Influence With respect to
the ABMM, we assume that théE of an agent defines a region of
the market that an agent is able to view. This means that an agent
can instantiate query goals within N& to identify sellers that sell
the desired product as defined by the query goal. Furthermore, if
two agents belong to the same organisation, we could decide, de-
pending on the nature of the organisation, to represenVihef
each individual agent as the sum of ¥MEsof each member of the
organisation, reflecting the assumption that agents would share in-
formation. Now, theRol of an agent represents the products that an
agent can sell in a market. An agent can instantiate achieve goals
within its Rol signifying that it is willing to sell a product within a
“specific market. Therefore, for a buyer and seller to be matched the
"buyer must have a query goal within N4 that overlaps with an
achieve goal within th&ol of a seller.

The ABMM aims to capture most of the features of a typical e-
commerce scenario by which sellers and buyers trade in an online
market? The model is defined using the OWL (Web Ontology Lan-
guage) [8] standard, which is a natural choice, since it enables us
to check the consistency of the model and reason about it through
the underlying description logics [3], using widely available tools.

The information types and the relationships between them are
illustrated in Figure 2, in which large arrowheads represent inher-
itance relationships, while smaller arrowheads represent property
references. In this model, agentis considered to be any entity
that requiresor sellsa number ofProducts(e.g. memory chips
or computer processors), and can be affiliated t@eganisation
We distinguish between afstomicProduct(e.g. computer chips),
for which no further division of the product into components takes
place, and &CompositeProducte.g. desktop computer), which
comprises several atomic products. This distinction allows us to
better represent the situation in which an agent requires a compos
ite product whose atomic components must be sourced from a num
ber of seller agents. Now, an agdntys fromor sells ina Market,
Wh'Ch has a number_ of resources Qf tm’d““ A Marketls_ reg- In order to clarify these notions we illustrate them through an
imented byanInstitution An Institutionis an entity that regiments example. Returning to Figure 1, we show a situation in whith
the roles and relationships of the interacting agents, and determlneqqoI overlaps with3's VE, and b(,)th agentsVEs overlap. Given
the rules of encounter that prescribe what an agent can do at whatthiS information, we can infer that and 3 operate in a common

point in time [7]. market where th&Esoverla i
- ) p. Furthermorey sells a product in
Similarly to aProduct aMarketcan be &ingleMarkebr aCom- that market where itRol overlaps with the commoVEs

posi_teMarketA composite marketis one in Which_the goods traded Now, assume that has the goal to buy a product frofa 3 in-

are inter-related (e.g. buyers and ;ellers of particular car pa_cts stantiates a query goal and uses its sensory capabilities to identify
second-hand cars). The co_m_posntg market may also be dn‘fe_rentthe price and other relevant attributes of the product. In addition,
fr(.)m.a single market in that it is regimented by more than one in- assume thai's Rol represents the sale of a product tiiaton-
stitution. structs using, in part, the products bought framAs a result,3

2We believe these features of the model are necessary rather thaf®W becomeslependenon o making that product available at an

sufficient ones. The model can be easily adapted to cope with more@ppropriate price. Thus, wheneveperforms an action that affects
features if required as will be discussed later on. that product in some way, it will eventuallpfluences’s actions,
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Figure 2: Agent-Based Market Model

since 8 must now react to the changes when producing its own we term theintensity/ : C' x R — [0, 1] of the relationshipsk.
product. The instantiation of an intensity calculation function will depend
In the next section, we describe how this model can be used toon the type of application. For example we could define the in-
interpret relationships and describe some of the more significant tensity of a relationship as dependant of the ratio of the amount of
ones with regards to trust. goods that each agent trades in a market or the number of seller of
a specific type of product.
Note that in order to make this analysis we need to consider a
4. RELATIONSHIP CHARACTERISATION specific context (in our case that of e-markets). The same configu-
Given the conceptual grounding provided by the generic identi- ration ofVEsandRolsin a different context, or based on a different
fication model and its mapping to the ABMM we can now identify ABMM, would possibly have a completely different interpretation
a variety of different types of relationships between agents. How- in terms of relationships.
ever, as there is a large number of possible relationships and com-
binations of relationships, as well as a large number of possible in- 4.1 Trade

terpretations of those relationships, it is necessary to minimise the A Traderelationship exists when an agent is able to buy a prod-
amount of decision making needed in order to interpret the signifi- yct from another agent within the same market. This is the most

cance of the relationship. To this end, we define sbamEctypes basic type of relationship and just signifies that if one agent wished
Of relatlonshlps that are Clearly I’elevant to trust Valuat|0ns and can to buy Something from another’ this is possib|e because they can
be combined to describe more complex types. both interact in the same market. We formally specify a trade rela-

The relationship types, of the skt defined here build onresults  tionship between agents and 3 asTrade(a(g})) ror,cv i, for
from an existing trust mod#l [12], and represent the types we  an agen( that can achieve a goal that is withirs VE. The goal
consider most salient with regards to trust. Each type is representechere s to sell a produgtthata: may or may not wish to acquire.
by apatternrepresenting a specific configuration\és Rolsand
goals. 4.2 Dependency

Furthermore, in addition to the type of relationship pattern (which When an agent selling goods in a market thak can view and
is identified as either existing or not) we must also considectime buy from and, at the same time3 has the goal (represented by
textin which th.e relationship is devgloping. The context, noted as Square) to buy the goodsis selling in that market, we have a
C, deals with issues that are not directly captured by the pattern ependencyelationship ( illustrated in Figure 3(a)). The intensity

alclJIne. Isfstl;es su(cj:h etls thg ;bundancet %f a prgduc':q,tthde pumbehr (t) f this relationship depends on several factors: the number of sell-
Sellers ot the product, and the amount being bought, detine Whal g« i, that market that provide the same product, the abundancy of
. ) these products, etc. Notice that these factors can ultimately deter-
3 ’
Note here that our aim is not to define a new trust model. Rather _ . : :
we focus on showing how existing trust models can use relation- mine who depends on whom. For instance, in a market where there

ship analysis techniques to enhance their efficiency. In this context @€ many sellers providing the same product, and very few buyers
[12] provide a good starting point since they make a clear link to interested in that product, the roles in a dependency relation like
relationships in their model. the one described above are interchanged. Then the seller depends
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Qﬂa VE, VEs VE,

(a) Dependency:«a sells (b) Comp-Sell: « and 8 (c) Comp-Buy: The goal (d) Coll: « sells tos3
goods to B are competing inv's Rol of « is the same that the andg sells toa
goal of 5

Figure 3: Key Relationship Patterns

on the buyer. We specify a dependency relationships in terms of
goals in the following way:Dep(q(g&), a(g})) rorscv E,, , Where

y is the product3 is selling to« (i.e. o wants to achieve the goal

of havingy), and3’s region of influence is withingy's viewable
environment as for trade relationships.

4.3 Competition

In the configuration of Figure 3(b), termedCmmp-Sellconfig-
uration, the Rols of agents and g3 intersect. This implies that
both agents are selling the same goods in the same market. This
reflects a competition in that area of influence. The intensity of Figure 4: o and 8 competing to sell toC while « is selling to 3
this competitive relation is determined by several factors such as
market share, profit, and cost of goods. This relationship is noted
asComp(a(g4), a(g})) ror. C Ro1,, Wherey is the product each selling a product thap requires, while at the same timeand 3
anda desire to sell in the environment. Obviously, the agents may are competing in order to sejla product. Thus, there are thrge-
also intend to buy products and compete in doing so (figure 3(c)). pendecyonfigurations and @omp-Seltonfiguration. However in
This can be easily represented by swappiig?) for ¢(g¥) as in this configuration there is a special situation, since while is a com-
Comp(q(92),4(93)) Roln CRoT4- petitive relation between: and 3 at the same timg depends on

The configuration of Figure 3(c) also reflects a competitive rela- «. This situation gives a privileged position dowith respect tq3,
tionships, termedGomp-Buy. In this caseq and3 have the same ~ which has to be considered when analysing trust.
goal, indicating that they want to buy the same products. The in-
tensity of this competitive relation is based on factors similartothe 5, RELATIONSHIP INTERPRETATION

dependence relation presented in Figure 3(a): the number of sellers Having introduced some of the most salient relationships that

in that market that provide the prqducts requiredcbgnd 5, and can be directly inferred using the ABMM and the relationship iden-
the abundance of these products in general. tification process, we discuss here how we can make use of them
4.4 Collaboration to de_rive trust valuations. Given our initigl defipition of trust (in
) . . ) . Section 1), we argue that an agent shadiktrustits counterpart

Figure 3(d) shows a configuration in whichhas a goal in the  \yhenever the latter has an opportunity to defect, as can be inferred
Rol of 5 and 3 has a goal in th&ol of a. This means thatv from the relationships with the counterparts and the counterpart's
is selling goods tg3 and, at the same time] is selling (differ- relationships with others. We deal with the trust valuations in two
ent) goods tax. This configuration, called &oll configuration, is parts: (i) where one agent tries to infer the trustworthiness of its
a composition of two Trade-Dep configurations (see Figure 3(a)). counterpart (bipartite relationships) and (i) where one agent tries

The relationships generated by the two Trade-Dep configurations i jnfer the trustworthiness of its counterpart and both or one of
are a trade and dependence relation betweand 3, and a trade them is related to other agents (multipartite).

and dependence relation betweganda. If « depends o and
3 depends omy, we say there is aollaborationbetweern andg. 5.1 The Trust Model

A collaborative relationship between ageatandg is represented Here, we describe the trust model (based on [12, 10]) to illustrate
asColl(Dep(a, 8), Dep(B, @) Rola,V Ea CRols,V B+ how relationships can be directly factored in to agents’ analysis

. . . . of their counterparts’ trustworthiness. In this respect, we capture
4.5 Trlpartlte relatlonshlps trust of an agend in 3 as the combination af’s confidence in3

In this section we provide an indication of how relationships be- (based on direct interactions) with the reputatidhas in the so-
tween more agents can be considered, if at least one more agent igiety of agents (based on reports of direct interactiérizas had
added to the analysis. with other agents). We will note the trust function of an agent as

In the majority of cases, the resulting configurations can be de- T : Ag x Ag — [0,1]. We also define the confidence an agent
composed in terms of the configurations above. One of the excep-has in its opponent aSonf : Ag x Ag — [0, 1] and the repu-
tions to this is the configuration showed in Figure 4, in whicls tation of an agent aRep : Ag x 249 — [0,1]. Thus, we allow
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the confidence of an agent to be calculated according to the evalu-
ation of direct interactions with it, which in the simplest case is an
average of all efficiency reporig® € [0, 1] perceived by about

B: Conf(a, B) = (n=lCond(B)tn) \wheren € Z is the num-

ber of interactions the agent has been engaged in with The
confidence model of an agent is usually bootstrapped according to
some belief about the reliability of other agents that can be gathered
from the relationships that the agents are aware of (as will be seen
in sections 5.2 and 5.3) . We will note this starting valueas s .

As more reports are obtained (when the agents interact), the con-
fidence values will tend to approximate the expected efficiency of
the opponent. On the other hand, the reputatiof &f calculated
from a set of reportsﬁf wherey represents the agent providing the
information and3 the agent that is evaluated. In the simplest case,
Rep(B,Ag) = 3 cagWy - n? where}" w, = 1. The values

of w, may be calculated in a number of ways. For example, in
the ReGreT system, the values oy, are chosen according to the
relationships agents have with each other while in [13] it is shown
how these values are determined according to the truthfulness of the ~ As can be seen, when each of the above relationships is detected,
agenty providing a report. Given this, the trust afin 3 is calcu- a particular rule will fire. However, it may happen that two or more
lated asl’(«v, B) = k- Conf(a, 3)+ (1 — k) - Rep(B, Ag), where of these relationships may happen at the same time. In such cases, a
k € [0,1]. Usually we could expect to increase as the num- number of solutions are possible. One possible way of deciding the
ber of interactions betweem and 3 (that isn), increases. Given  values for weights and... is to use fuzzy sets with the intensity
these definitions, in the following sections, we present a conceptual I (C, R) as the tuning mechanism to combine the outputs of each
framework within which relationships and combinations of these rule. Another way would be to use case-based reasoning to select
can be used to select both the starting value of confidence models(over repeated interactions), the most significant rule(s).

and weights of reports used in evaluating reputation and trust in . . . .
J P grep 5.3 Multipartite Relationships

general.
. . . . We can now discuss how the intensity of relationships and their
5.2 Bipartite Relationships combinations (i.e. where agents can be related to more than one
The reasoning that knowledge of bipartite relationships enables other agent) can lead to more informed decisions given the envi-
with regard to trust is described below for each type of relationship ronment these agents interact in. Some examples are given below.
identified above.

highly if they are strongly interdependent, and not place much
trust in each other if they are not equally dependent on each
other (e.g. ifa depends oB more thang depends on,

[ could defect omv and . will not be able to compensate
such defections by defecting @f). In these cases, we spec-
ify a high starting confidence value and also allow agents
to modify the weights they place on the reports provided
by their collaborators about other agents in the reputation
model. Hence, for

R = Coll(Dep(a, B), Dep(B, &) rol,V Eo CRolg,VE; @Nd

a context’,

If R Thenws = k - I(C, R) andscons = k - I(C, R)

wherewg is the weight given byv to 3's report about other
agents in the reputation model ahde [0, 1] is a constant.
Thus, the weight and starting confidence values are directly
proportional to the intensity of the collaboration.

1. a depends o in Dependencyvhile 8 and~ are inColl.

1. Dependency- if 3 is dependent oy, then « may have In this case3 may have an incentive to misrepresent the re-

an opportunity to exploits if 8 has no other choice than

« as an interaction partner. In the case where the intensity
of dependence is high (e.g. in terms of amount of goods
traded and percentage of total costs®p G's trust in «
should be the lowest possible (and conversely if the depen-
dence is low). This can be modelled in the confidence func-
tion by setting the initial value of confidence to 0, with=
Dep(q(g4), a(94)) rorscv ., as follows:

If RTheNseons =1 — k- I(C, R)

wherek € [0, 1] is a constant’ the context and (C, R) the
intensity of the relationship. Here, we set the initial trust to
an arbitrarily low value if the intensity of the relationship is
high according to the context and a high value if the intensity
is low.

. Comp-Selland Comp-Buy- these competitive relationships
obviously do not favour trust between agents since it is in
their interest to undermine each other in all possible ways.
In such cases it becomes more important to have a more re-
fined understanding of how such agents are related to other
agents within the environment and how the information they
transmit should be interpreted, as we will see in the next sec-
tion.

. Coll — in this case, both agents gain by not defecting dur-

ing their interactions since they both depend on each other
to achieve their goals. Depending on how intense this rela-
tionship is, we would expect these agents to trust each other
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liability of v to a. This may happen becaugecould gain
from a more profitabley, and would therefore provide un-
realistically high ratings fory. Alternatively, 3 may wish

to continue to holdy captive in their collaboration, and pro-
vide unrealistically low ratings so that is not able to be-
come more independent. Given the intensity of these re-
lationships, the credibility of3’s reports will be decreased

or increased to different degrees. We represent this as fol-
lows. Given a relationshi: = Comp(a(g¥),a(gy)) and

Ry = Dep(q(ga),a(gs)), and a context’, the rule is:

If R andR, Thenwg = (1—]€)~I(C, Rl) XI(C7 RQ) Q)

wherek is a constant and;g is the weight chosen by to
weight/3's reports abouy in its reputation model. However,

if roles betweery and 3 where reversed, angldepended on

« in Dependencythen the converse of the above reasoning
may apply andv might give more value t@'s reports ony.
This means that for a relationshify = Dep(q(g3), a(ga)),
then:

If Ry andRs Thenwy = k- I(C, R1) x I(C, Rs)

wherek € [0, 1] is a constant.

. ais in Comp-Selbr Comp-Buywith 3 andg is in Coll with

~. In this caseq will obviously distrustB’s reports about

~ sinceg could gain from giving false reports abouto «,

as discussed above. To this, we apply a similar rule as in
equation 1.



3. avis in Coll with 8 and is in Coll with v and« is in Coll In the future, we aim to deal with more complex combinations
with . All the agents should trust each other fully. This of relationships (i.e. more than 3 agents in all relationships) and
situation may arise if all the agents form part of the same or- explore ways of analysing such combinations of relationships using
ganisation or form a cartel. The latter form of collaboration learning or case-based reasoning tools.
might be very profitable to the agents 5 and~y, but might
affect the performance of the system within which they op- - Acknowledgment
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