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ABSTRACT
Agent technology provides the manufacturing and defence
with novel technological concept. This concept has been de-
ployed in a number of different application throughout last
few years. This contribution provides the readers with sev-
eral case studies of agent deployment both in manufacturing
and defence. Based on our experience the generalization of
agents’ applicability in these industry sectors is provided.
We also discuss matching of the industry demands and ex-
pectations with agent technology promisees and real perfor-
mance.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Management, Performance

Keywords
agents, multi-agent systems, production planning, manufac-
turing, defence applications

1. INTRODUCTION
The agent research community consolidated significantly

in the last few years, especially by formalizing foundations
of agent based computing, positioning of the domain with
respect to adjacent fields of theoretical research such as for-
mal logic, game theory, theorem proving and model check-
ing, distributed and parallel computing, scalability and com-
plexity theories. Within the community, there are also many
research activities that are closer the potential business ap-
plications, such the closely related fields of semantic web,
open systems and ubiquitous computing systems. All the
achievement in these fields form a solid foundation for mas-
sive technology transfer from the university labs and re-
search institutes towards the industry applications.
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While there is a reasonable amount of interaction between
the research and industry, the main bottlenecks in fast and
massive adoption of the agent-based solutions in industry
are:

• limited awareness about the potentials of agent tech-
nology in industry - agents are used in few special-
ized disciplines, while they remain unused in the others
where they fit

• limited publicity of the successful industrial projects
with the agents

• misunderstandings about the technology capabilities
[1], overexpectations of the early industrial adopters
and subsequent frustration (Section 5)

On the other hand, agent-based technologies and designs
have become very popular in the defense domain. Successful
projects in the domain of the command & control, trans-
missions, environment sensing and battlefield communica-
tion are in the process of transformation from the prototype
stage towards future applications. In this article, we will
discuss both industrial and defense projects and show the
differences and strengths of very different applications of
the same technology. Historically, the R&D costs of many
successful technologies were funded by defense projects and
only subsequently used in the industry. In the multi-agent
field, we expect to enrich the current industrial applications
with both the experience and references from the defense
domain.

This contribution is based on our longer term experience
in deployment of the agent-based systems in industry and
defense domains. It classifies the properties of the prob-
lems and domains where where the application of agent
technology brings efficient solutions and we also present the
counter-examples of technology misuse and overexpectations.

2. OPPORTUNITIES FOR AGENT DEPLOY-
MENT

Agents as a paradigm and the available agent techniques
are considered to perform well in application domains with
certain specific properties.

• Competitive and non-cooperative domains, where
the restrictions on the information sharing prevent the
use of the centralized decision-making architecture [2],
e.g. E-commerce applications, supply-chain manage-
ment and e-business. In this case, agent paradigm is
used to design and describe the systems that are cur-
rently mainly web-based.
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• Domains where the data required for automated de-
cision making are not available centrally due to
the geographical distribution of the knowledge (e.g.
logistics, collaborative exploration, mobile and collec-
tive robotics, pervasive systems) or the environments
with partial or temporary communication inaccessibil-
ity. Besides geographical distribution, it is also tempo-
ral distribution (eg, in satellite networks, where satel-
lites have different views of the earth at different times
of the day), and conceptual (eg, in layered hierarchies,
where entities at one layer may have no knowledge of
events or processes at other layers, as in the Internet
or in supply chains)

• Domains where survivable time-critical response
and high robustness in distributed scenarios are re-
quired: This is the field of time critical manufacturing
or industrial systems control [3, 4], where replanning,
or fast local reconfiguration is required to handle prob-
lems instantly.

• Simulation and modelling domains: Using agents
for simulation purposes has been very common, while
the right justification was often missing. Agents can be
deployed in simulation exercises where we require easy
migration from the simulation to real environment.

• Domains with complex problems solving: This has
been the greatest overexpectation of the agent tech-
nology in industry. A simple use of agent techniques
cannot solve the NP-complex problems and the poten-
tial of decreasing the computational requirements for
problem solving is limited, but possible.

• Open systems engineering has been emphasized in
the first projects, but the reality fails to deliver on ex-
pectations. While the ontologies and FIPA standards1

have addressed many syntax issues, the semantics re-
mains problematic. Web services and web technologies
in general seem to take lead in the applications in this
area.

It is interesting to note that most of the characteristics
above fit the military domain, but fail to address the prob-
lem the industry has now. However, the ”Power to the
Edge” principle [5] that changes the mode of control of mod-
ern armies from rigid hierarchies towards more peer-to-peer
approach with hands-off control seems to be gaining signifi-
cant support in the enterprises who also seek to reduce the
cost of management control.

The functionality requested by either manufacturing or
defence can be classified into requirements for:

1. planning, scheduling, resource and strategic decision
making,

2. diagnostics, control and real-time replanning,

3. software systems integration, interoprability,

4. integration of knowledge, ontologies and

5. simulation and modelling

1http://www.fipa.org

According to our experiences, specified in details within
the paper, the predominant demand in manufacturing is on
planning, scheduling and resource allocation. In rare cases
agent based simulation and modelling of the production pro-
cesses is also requested, while very often the classical mod-
elling and simulation techniques are used (petri-nets, control
theory).

In defence investigation of agent technology deployment
is often requested for modelling and simulation. There has
been also a great deal of attention paid to system and knowl-
edge integration, real-time control, cooperative planning and
resource allocation.

In the following we intend to present and comment on
several applications that we have been engaged in previously.
Based on our experience we provide a more unified view
on applicability of agent technologies in manufacturing and
defence. It needs to be noted this is not a review paper
of the available technologies. The ambition of the paper
is to provide a small collection of case studies illustrating
our longer term engagement in agent applications. Besides
suggesting in which application domain the agent technology
fits the best, we also wanted to illustrate what are both the
unspoken expectation and specific technological demands in
manufacturing and defence.

3. CASE STUDY DOMAIN: MANUFACTUR-
ING

Aa mentioned previously, in manufacturing there is de-
mand for applications addressing primarily planning, con-
trol, supply-chain and diagnostics. While there exist di-
agnostics and supply-chain agent-based application, in the
following we will be mainly discussing planning and schedul-
ing.

The typical problem of planning and scheduling in manu-
facturing is to allocate manufacturing activities to the avail-
able resources in the most optimal way so that manufactur-
ing constrains are not violated. Manufacturing constrains
are usually given by the manufacturing process specifica-
tion and include a component list for a specific product,
list of manufacturing activates, causal relation and list of
possible manufacturing resources that can be allocated to
an activity. Besides manufacturing process specification, an
important input to the planning process is also current load
and future commitment of the manufacturing resources.

We have experience in planning two different types of pro-
duction: mass production and project-oriented pro-
duction. In either of the domains we have used the Ex-
PlanTech multi-agent system, that has been developed in
part within the IST-1999-20171 European project.

3.1 ExPlanTech Architecture
The ExPlanTech framework [6]adopts the ProPlanT mul-

tiagent architecture [7]. It contains an approximately fixed
number of nontrivial agents, each providing different system
functionality for example, planning, simulation, and user ac-
cess. We built ExPlanTech on top of the Java Agent Devel-
opment Environment using JADE platform 2.

ExPlanTech system includes following types of agents:

• planning agents – responsible for configuration, plan-
ning, scheduling, decomposition and resource alloca-

2http://jade.tilab.com

101



production data, distributed across the entire enterprise. The classical approach when data are 
collected and processed centrally is difficult especially in situations where the production 
planning data are voluminous and changes frequently. Agent approach allows to process data 
proactively at the place of their origin and to exchange only necessary results.  
 
The agent-based technology certainly does not provide an uncomplicated solution of NP-hard 
planning problems. However the concept allows integration of heavy-duty AI problem solver 
(such as constrain satisfaction systems, linear programming tools, genetic algorithms, etc.) An 
agent technology is also suitable paradigm to integrating the manufacturing enterprises into a 
supply chain. From the planning perspective it is irrelevant whether the system reasons about in 
house manufacturing workshop or about a subcontracted company.  Production managers are 
often interested in modeling and simulation of the production process. Experimenting with 
changes in production lines, and how they affect the manufacturing process as a whole, is not a 
trivial task but it can be simplified by ExPlanTech build in simulation environment. 
 

ExPlanTech Architecture  
 
The ExPlanTech framework adopts the ProPlanT multi-agent architecture. It contains a rather 
fixed number of nontrivial agents, each providing different functionality to the system as a whole 
(e.g. planning, simulation, user access). From the software point of view, it is build on top of 
JADE (Java Agent Development Environment -http://jade.cselt.it), the most wide spread agent 
integration platform that provides full FIPA interoperability. An appropriate ontology for 
semantic interoperability in manufacturing domain has been developed within the ExPlanTech 
development. 
 
 

Fig.1.: ExPlanTech Intra-Enterprise Architecture 
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Figure 1: ExPlanTech Architecture

tion,

• resource agents – representing and modelling avail-
able manufacturing resources (CNC machinery, cad
designers, workshops, etc.)

• cockpit agents – a graphical user interface allowing
a multi-user access to the community of agents,

• extra-enterprise agents – allowing an access to the
planning agents and planning data from outside of the
factory.

3.2 Project-Driven Production
ExPlanTech has been firstly deployed in the pattern shop

Modelarna Liaz who is manufacturing dies, casts and molds
for the European car industry. Production is clearly project-
driven, as a single (ore very limited number of) product has
been always manufactured from one design. Given the high
replaceability of production elements, variability of the man-
ufacturing processes, high average occupancy of the manu-
facturing elements and short delivery times, the resource
allocation process has not been trivial. Given the fact that
a project consisted on average of 5 - 10 production processes,
where almost each process can be further divided into high
number of small subprocesses we are talking about a state-
space well over 1010.

In Modelarna Liaz there are 20 resource agents integrate
three 5-axe CNC machines, one wood workshop (contain-
ing 5 people), one metal workshop (containing 10 people),
twelve CAD designers and one finish workshop. The plan-
ning agent is supposed to decompose the production process
into activities and task the resource agents. The difficulty
is given by the fact that the optimal decomposition depends
on the availability of the resource agents while their avail-
ability depends on the requested activity which is a result
of the respective decomposition.

Resource allocation process has been implemented by means
of a iterative subscription-based-protocol (ISBC)[8]. The plan-
ning agent subscribes the resource agents for meta-representation
of their occupancy (as a function of the amount tasked).
Linear function has been used as an estimate of the re-
source agents occupancy. The planning agent uses this es-
timate for suggesting the most optimal project decomposi-
tion. The planning agent requests resource agents for the
resulting amounts.

ble logic controllers) and cooperate without
worrying about low-level, platform-specific
problems. We’ve developed an appropriate
ontology for semantic interoperability in the
manufacturing domain in ExPlanTech.

Planning agents
The core of the any ExPlanTech-based

system is a community of appropriate plan-
ning agents (see Figure 1). A planning agent
makes production plans for individual orders,
taking care of conflicts and managing replan-
ning and plan reconfiguration. Planning is
implemented by the production planning
agent, which primarily focuses on product
configuration and quotation using one or a
community of PMAs (production managing
agents). PMAs plan production by task
decomposition and partial-order planning.
Additionally, you can develop various exist-
ing AI planning engines to handle different
types of production—for example, linear
programming, constraint logic programming,
or genetic algorithm-based planning.

Resource agents
Typically, many resource agents running

in the system directly interact with a plan-
ning agent and carry out data gathering and
specific data preprocessing. ExPlanTech fea-
tures two types of agents for integrating or
representing manufacturing resources (see
Figure 1). These agents 

• Integrate a factory’s hardware & software
systems (for example, creating a bridge to
a material-resources-provision (MRP) sys-
tem, or integrating PLC controllers) 

• Simulate a specific machine, workshop,
or department (for example, a computer
numeric control machine or a computer-
aided design department).

Cockpit agents
Several different users could want to inter-

act simultaneously with the planning agent.
To allow this and control possible conflicts,
we developed the cockpit agent (see Figure
1). Cockpit agents offer a user-friendly way
to view the state of production processes,
plans, given resource loads, and so on. Cock-
pit agents also let users interact with the sys-
tem and, according to access rights, change
plans or resource parameters (see Figure 2).

Extra-enterprise and enterprise-to-
enterprise agents

Although we designed cockpit agents for

use inside the factory (and its security fire-
walls), extra-enterprise agents let authorized
users access the system from outside using a
thin-client technology (see Figure 1). An EE
agent has made the ExPlanTech system acces-
sible (through a secure connection protocol)
via a Web browser, PDA device, or WAP
(Wireless Application Protocol)-enabled
phone to remote users. An enterprise-to-enter-
prise agent makes the system accessible to the
external software systems, such as remote
cockpit agents or E2E agents at cooperating
factories or material resources suppliers.

Metaagent
We deployed the metaagent at the intra-

enterprise and extra-enterprise levels. It car-
ries out sophisticated methods of metarea-
soning to independently monitor information
flow among the agents and to suggest possi-
ble operation improvements (such as work-
flow bottlenecks, inefficient or unused 
production components, and long-term per-
formance measurements.) 

Agent coordination and
negotiation

ExPlanTech’s key concept is the agentifica-
tion of existing and new software components.
Our system has two levels of software inte-
gration: interaction and social. Interaction inte-
gration builds the interaction wrapper (pro-
vided by JADE’s special class agent) that acts as
an interface between the agent’s body and

other agents. Interaction integration also trans-
lates messages between the FIPA ACL (Agent
Communication Language) and the agent’s
internal language that invokes its behavior.

More interesting, however, is ExPlanTech’s
social integration. To efficiently collaborate,
the agents need to collect knowledge and data
about the other agents with which they may
collaborate—we refer to these sets of agents
as an agent’s monitoring neighborhoods.1 This
type of knowledge, often referred to as social
knowledge, is located in the agents’ acquain-
tance models. We developed different acquain-
tance models for each type of agent. The
cockpit agent, which only visualizes the in-
formation provided by the planning agents,
doesn’t need a rich acquaintance model, while
the planning agents need sophisticated ac-
quaintance models containing rich social
knowledge to provide efficient distributed
plans in a timely way. 

Distributed planning aims mainly to divide
the task into several relevant subtasks (often
selecting one of many options) and then sub-
contract these subtasks to collaborating
agents. This is a very complex activity that
can’t necessarily guarantee a global optimum.
Without a precompiled social knowledge, a
planning agent must initiate a contract-net-
protocol (CNP) for every admissible decom-
position. In complex situations this is almost
impossible. Social knowledge stored in the
acquaintance models circumscribes the space
of possible decompositions and contracts. 
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Figure 2. The cockpit agent-based graphical user interface.

Figure 2: ExPlanTech GUI

It may happen that the estimate has not been accurate.
If this is the case the resource agent reject to provide the
resources as expected and sends the planning agent a coun-
terproposal. This counterproposal is used for an update of
the estimate and new decomposition proposed by the plan-
ning agent. Within a very small number of iterations the
decomposition was very close to optimum.

3.3 Mass Production
Yet another application arena of the ExPlanTech multi-

agent system was in planning mass-oriented production [9].
While deployment in Modelarna Liaz has been implemented
jointly by the Gerstner Laboratry at the Czech Technical
University and CertiCon, a.s., the mass-oriented deploy-
ment at SkodaAUTO has been coordinated by gedas, s.r.o.
The SkodaAUTO has successfully applied the derivative of
ExPlanTech technology to design a robust planning system
for car engine manufacturing. This exemplifies high-volume
production plant producing thousand of engines every day.
A high variability exists in the types of motors to be man-
ufactured. The planning system needed to provide us with
detailed plans for a six weeks period, under following con-
straints:

• minimizing the volume of the store, while do not get
over the store capacity and below the minimal required
store volumes

• maximizing the production uniformity, in order to min-
imize the unnecessary handling of products between
successive steps, and

• complying with the production requirements (amount
and due date)and the production restriction (e.g. higher
priority order, shortage of specific material, etc.).

While at the stage when we got involved in the project
the primary development target has been a stand-alone plan-
ning system, the further requirements were directed towards
an open, interoperable and highly flexible system. It has
been planned to allow integration with production moni-
toring and control tools, allow real-time time re-planning
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in case of demand changes or production anomalies and al-
low easy and straightforward process reconfiguration of the
planning tool at its run-time.

The planning solution has been implemented on two two
independent levels:

• longer-term planning – On a higher level, planning
module produces a rough plan. This plan specifies an
approximate amount of engines to be produced each
day so that all the requested constraints are met.

• daily scheduling – On a lower level the algorithm
shall order the daily production in a sequence of lots
so that uniformity of the production is maximized and
all constraints are respected. Given the fact that the
adjustment of the line for different type of motor takes
some time and the production pace is not uniform, the
daily load is always different than planned by longer-
term planning. This causes conflicts and daily schedul-
ing and automatic replanning shall also address this
issue.

The planning task has been structured so that the higher
level scheduling can be solved by iterative application of
classical methods of linear programming. For the imple-
mentation a free third party LP solver was used, together
with communication and data transformation wrapper. The
whole scheduling takes less then 1 second on standard PC
(with 28 days, 50 products and 3 lines).

Daily scheduling is conceptually distributed among the
several agent’s representing the manufacturing entities: pro-
duction lines, store buffers and conveyor belts. Each agent
carries out ordering of its daily load by a simple optimization
mechanism based on a greedy algorithm, as the likelihood of
replanning in the future nulls the advantages of more sophis-
ticated methods. Each agent is also responsible for on-line
production control, local or peer-to-peer replanning and es-
calation of severe problems to the centralized planner, so
that they can be handled by the factory as a whole.

Unlike in the previous case, the functionality described
here can be well achieved by a centralized algorithm without
any needs for distributed computation. The main motiva-
tion for the agent based solution in this case was an explicit
request from the customer for the multi-agent system de-
ployment, so that the change in the plant configuration can
be both simulated by the planning system to evaluate the
rentability and realized without significant re-programming.

3.4 Supply-Chain Management
The customers at Modelarna Liaz were satisfied with the

solution provided and they initiated a new project where
the existing agent-based planning middleware would be ex-
panded towards the external partners. As in project driven
manufacturing some part of the project activities gets of-
ten outsourced (especially in the situations when the the
factory gets overloaded) a technology for intelligent coordi-
nation with the suppliers and outsourcing partners has been
requested.

The existing architecture of ExPlanTech has been extended
by two classes of agents:

• extra-enterprise agent (ee) – handling the access to
the planning system from outside of the company (via
internet browser, via PDA devices and WAP enabled
telephones)

 

Extra-Enterprise (EE) and Enterprise-to-Enterprise (E2E) Agents 
While Cockpit Agents are intended to be used inside the factory (and inside a security firewalls 
of the factory), the EE agents allow an authorized user to access the system from outside using a 
thin client technology (see fig. 4). An EE agent has made ExPlanTech system accessible (through 
secure connection protocol) via the WEB browser, PDA device or WAP-enabled phone to remote 
users. The E2E agent makes the system accessible to the external software systems, such as 
Remote Cockpit Agents or E2E agents in cooperating factories or material resources suppliers. 
 

Simulation Agent 
The simulation agent represents an interface between the planning system and a community of 
emulation agents. The emulation agents substitute the real machine or human resources and 
model their properties and capabilities. The agent-based architecture allows real-time 
replacement of each emulation agent by another agent or by a binding to the physical resources. 
At the same time we can provide the same emulation with another scheduler. 
 

R

 
 

 Fig.4.: ExPlanTech Extra-Enterprise Architecture 
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• enterprise-to-enterprise agent (e2e) – allowing se-
lective information sharing and cooperative planning
with the resource allocation system used by the sup-
pliers’ and outsourcing partners’ companies.

The e2e agent allow integration of (i) a yet another Ex-
PlanTech system at the side of a supplier (ii) a third-party
ERP system used by the supplier or (iii) a simple MySQL
database with a servlet-based front-end where the suppliers
can maintain their offers and commitments.

The system has been implemented and is currently in the
site testing phase (unlike the previous two cases that are in
routine use these days).

Besides integration capabilities (e.g. set of FIPA inter-
operability standards) the use of agent technologies is here
clearly justified as the planning data cannot be stored lo-
cally at one place. The partners in the supply chain are not
willing to reveal the full knowledge about their intentions,
plans, commitments and resources. This is why it is not sim-
ply possible to collect the resource allocation related data at
the servers managed by Modelarna Liaz. The subcontract-
ing and delivery plans need to be elaborated by negotiation.
In similar manners as previously, this information uses the
planning agent at Modelarna Liaz for designing the right
decomposition and subcontracting among the collaborative
parties.

4. CASE STUDY DOMAIN: DEFENCE
Worldwide defence agencies are interested in deployment

of agent technologies in a wide range of application domains
ranging from low-level diagnostics and system control (e.g.
warship chilling systems [3]), interoperability in coalition op-
erations [10, 2], teamwork modelling and simulation, adver-
sary modelling or networking in the disruptive environments
[11, 12]. In the following we briefly summarize our experi-
ence with deployment of agent technologies in some of these
areas.

We were involved in multiple research effort with the US
defence agencies, where the most of them were engaged in
modelling and simulation of complex activities with a sub-
sequent algorithm transfer to real hardware or prototypes.
Therefore the requirements for the multi-agent environment
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were (i) high scalability and operational efficiency, while
maintaining (ii) readiness for migration towards distributed
environment. The multi-agent environments available sup-
port either high level of openness, distributed operation and
run-time reconfiguration or scalability and efficient opera-
tion of a high number of interacting autonomous agents.
This is why we have developed a novel multi-agent environ-
mentA-globe 3 [13] that besides the two listed requirements
also supports autonomous agent migration, inaccessibility
and environment simulation4.

As an example of two defense oriented systems, we will
present underwater mine exploration exercise and ad-hoc
networking in disruptive environment.

4.1 Exploration
The NAIMT underwater exploration exercise5 features a

group of unmanned underwater robots whose task is to ex-
plore a wider underwater area and identify suspicious ob-
jects that may be mines. Robots communicate by means
of acoustic modems. The trouble of the acoustic modem is
that its bandwidth decreases with the distance between two
robots. Therefore once an agent finds a mine it needs to in-
teract with other robots so that they may form a feed that
would relay a high resolution picture or a video sequence to
the marine base where the human operator can evaluate the
object.

We have made few simplifying assumptions. The variable
bandwidth has been approximated by two communication
reaches – the short for high volume data and a longer for
coordination messages. Furthermore, flat surface with no
obstacles has been assumed and the physical mode of robot
movements have been simplified.

Each robot consists of several components, implemented
as A-globe agents running within one agent container: (i)
Robot Pod simulator, managing robot moves, (ii) Mine
Detector simulator, (iii) Video data acquisition and trans-
mission element and (iv) Robot Coordinator implement-
ing search algorithm, transmission coalition establishment
and negotiation.

As the system is a military one, central coordination el-
ement would provide an adversary with a target of choice.
Therefore, the group coordination is completely decentral-
ized and managed by robots themselves, using three different
algorithms for feed establishment.

• level-1 Each robot can become a coordinator for a
single feed planning process if it founds a mine. It
plans the path and request other robots to move into
the assigned positions.

3http://agents.felk.cvut.cz/aglobe
4A-globe has been awarded an Innovation Award at Coop-
erative Information Agents Workshop, 2004 in Erfurt. Sim-
ilar to JADE A-globe provides platform, containers, ser-
vice and agent template. In addition there is a simulation
agent that models the real environment and is replaced in
the process of migrating the technology from a model to the
real environment. After series of tests (memory consump-
tion, avgRTT - message average round trip) implemented by
Rockwell Automation Research Center it has been identified
that A-globe is substantially more efficient and lightweight
in comparison to JACK, ZEUS, JADE and FIPA-OS [14].
5The underwater exploration exercise has been in parts
funded by ONR within the NAIMT and N00014-03-1-0292
projects. We have closely collaborated in this exercise with
researchers from IHMC, Florida.

18 2 Distributed Coordination in Underwater Surveillance
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Fig. 2.9. Minimal Time-To-Transmit Planner (M3TP): process of the transmission
robots’ placement computation

Problem when solving this optimization function is that we do not know
the optimal position the transmitting robots should occupy. Optimal place-
ment of the robots can form a general curve not only a line as in the previous
case (see figure 2.10). It is computationally infeasible to search the whole state
space (and test all possible placements of all sets of robots), new algorithm
was thus developed. This algorithm works in two phases:

Selection of the best subset of robots from all available: Instead of measuring
the move time to the transmission position, time to get within the video
transmission range of the previous robot is measured (we are looking for
maximally continuous path in graph). Each robot has assigned an initial
value representing the shortest path to this node through the minimal
number of robots required to build the feed. Modified Dijkstras graph
search algorithm is then used to find the shortest path to base. This mod-
ification deals with the maximum move time which affects all robots on

Figure 4: Feed formation process

Figure 5: RoboCup Soccer deployment

• level-2 The robots that are supposed to form the feed
are also selected by the coordinator and each selected
robot locates its desired position autonomously so that
the feed is established.

• level-3 Each robot in the transmission feed recruits
the next collaborator and the feed building process
propagates along the path.

The level-1 and level-2 distribution is desired to increase
efficiency, flexibility and survivability of the coordination
process. The level-3 distribution of the coordination can be
justified only in the situations when it is impossible to bring
all the planning information to the coordinator. This is very
often the case of semi-trusted environment (not our case) or
in the situations with very large area and small number of
agents.

Besides the forthcoming integration of the coordination
agents with the FlexFeed [12] platform used in the military
prototypes, we have validated the technology in the simu-
lated environment using the RoboCup soccer robots. In this
case, simulation agents have been replaced with hardware
inputs from the robots.
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Figure 6: Operation of the stand-in agents

4.2 Ad-hoc Networking
In the other class of scenarios, we also address the prob-

lem of the communication inaccessibility in the community
of mobile devices. However, in this case, we use agent tech-
nologies to ensure system synchronization – mutual aware-
ness of distributed actors – with no or minimum interfer-
ence with system operation – we don’t ask system entities
to change their positions to relay the information. Com-
pared to the ad-hoc routing [15], we don’t need to establish
completely connected networks where the nodes route the
information. Instead, we rely on the social knowledge [16]
and stand-in agents [17].

Stand-in agent stands on the of the communication mid-
dleware and allows the agents to plan commitments even if
they are temporarily inaccessible. The stand-in technology
is (unlike classical network solutions) domain dependent.
Stand-in agent is a reasoning and knowledge rich-copy of an
agent who is inaccessible. The inaccessible agent may have
wished to dispatch stand-in agents to regions of the network
that has got a high potential of become inaccessible. When
accessible the stand-in agents continually synchronize their
knowledge with their owner.

Using the simulated humanitarian-aid logistics scenario to
measure the cooperation quality in the system, defined as a
percentage of satisfied requests for goods in the disaster area.
This cooperation quality varies in function of system accessi-
bility and used communication method (see Figure 6). The
behavior of the simple relaying agents (the thin line), sim-
ple stand-in agents (dashed line) and stand-in agents who
also synchronize the information one with another if their
accessibility the owner is alike (thick line). We see that in
highly inaccessible environment both versions of the stand-
in agents outperform the relaying, while in the reasonably
connected environment the simple stand in is rather ineffi-
cient. The sophisticated stand-in agent acts better then in
either environment and profits from the scale-free character-
istics of the network with intermediary accessibility, where
it outperforms both the conservative stand-ins and relaying.

Note that the use of social knowledge gives the same re-
sults as the use of stand-ins- the system robustness and us-
ability domain increases significantly. Currently, we are inte-
grating the stand-ins and social knowledge into the FlexFeed
[12] infrastructure to support opportunistic proactive net-
working between the military teams in the battlefield.

5. CONCLUSIONS
In this contribution we have illustrated that industry has

got a wide range of demands and expectation on the agent
technology and its practical deployment. Significant part of
industrial and defense partners is aware of the potential of
agent technology but is still looking for a ground-breaking
successful deployment case that would clearly justify the
extra cost of the multi-agent development.

Different application domains expect the agent technol-
ogy to contribute to different classes of problems. According
to our experience from working with industry for a longer
time we have identified a list of the most common misun-
derstanding and overexpectations that the agent-technology
enthusiasms may cause:

1. Complexity: It is often expected that agents technol-
ogy can contribute to solving very complex (perhaps
NP-hard) problems. By our experience, this is obvi-
ously incorrect.

2. Black-Box: Agent technology is often viewed as a
black box technology (such as neural network, genetic
algorithms) that can be fitted in for solving a particu-
lar complex problem. Agent technology provides pri-
marily a system concepts and design paradigms that
is useful in well defined classes of problems.

3. Intelligence: Agents problem solving, domain spe-
cific intelligence is not the issue studied (and being
delivered) primarily by agent-based computing. The
prime concern of agent researchers is their collective
behavior and decision making, while the application
of the technology to real-life problems is often over-
looked.

4. Agentification: Process of agent integration and legacy
systems encapsulation is considered to be fully au-
tomated. There is no sophisticated mechanism that
would encapsulate any legacy system in fully auto-
mated way. Alternative technolgies (e.g. web services)
are often used these days.

5. Interoperability: Standards and interoperability are
computationally expensive. It is not wise to use full
FIPA compliance in system where full openness is not
necessary (e.g. in simulation and modelling).

6. Learning: The potential of learning in multi-agent
systems is frequently overestimated. It is often thought
that an agent shall be super-adaptable and able to ac-
commodate to any requested behaviour (this comment
is closely connected to comments 3 and 4).

7. Mobility: Agent mobility is often claimed as more
inevitable and essential then actually required. Very
often migration of data or simple communication is
sufficient as opposed to migration of agent’s code and
state.

In this paper, we present the cases that show that the
agent technology can be successfully used both in industrial
and defense context. However, there are some significant
differences between the two worlds. The most significant dif-
ference is the fact that defence agencies are ready to fund the
prototype and demonstrator research that allows the care-
ful evaluation of the real technology capabilities and there-
fore avoid unpleasant (and costly) surprises while working
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on the real projects. The experience acquired during the
demonstration and field exercises have helped the clients to
identify the real strengths of the agent technology – robust-
ness, embeddability, opportunistic ad-hoc integration and
reliable rapid response to local stimuli. Coincidentally, the
new organizational doctrine adopted by armed forces [5] re-
quires such capabilities and ensures that agents or derived
technologies will be deployed on the battlefields in the near
future.

In the industry, the situation is different. Enterprise bud-
gets dedicated to new technology R&D or buying are more
constrained than in the defense sector. Therefore, the in-
dustry adoption of the technology was driven not by the
real capabilities, but by the needs of the clients who were
promised a silver bullet solution for their problems. How-
ever, our experience have shown that the results are mixed.
The agent technology can be generally deployed in indus-
trial process control and diagnostics. According to our ex-
perience, the potentials and added-values of deployment of
agents for planning, scheduling and resource allocation needs
to be well analyzed and justified in order to meet the ex-
pectations. Agent technology can be used as an enabler
of intelligent integration of different advanced AI planning
solution. Agent technology also provides competitive advan-
tage by its capability to integrate the hardware support for
monitoring (and possibly control) of the manufacturing pro-
cess. For planning in the self-interested distributed domains,
the techniques of inter-agent negotiation are essential. Be-
sides there is also a number of advanced agent techniques
(from game theory, auctioning, negotiation, working with
inexact and approximate information, nature inspired col-
lective behavior) that provide an interesting alternative for
suboptimal planning.

However, we shall avoid further overselling of the tech-
nology in the domains where it is not competitive and con-
centrate on the areas where the performances of the multi-
agent systems justify the extra costs – ubiquitous comput-
ing, distributed process control, autonomous robots, sensor
networks and other applications. We shall be careful enough
not to provoke the hype and disillusion that would disqualify
the agent systems from future applications. Many industries
have recently started the business transformation processes
similar to those in defense and careful application of agent
technologies can help them in this process.
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